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1 Introduction

There is a large literature on the issue of duration dependence of the exit rate

out of unemployment and on the di±culty of separating its impact from the

e®ects of unobserved heterogeneity. There is a widely documented decrease

in the rate at which individuals leave unemployment as the duration of their

unemployment spell increases. This decline can reveal `individual duration

dependence' if all individuals see their chances of exiting unemployment de-

crease when they have been unemployed for a long period. Alternatively,

this decline can be the result of a `weeding out' process whereby individuals

exhibit some heterogeneity in their ability to leave unemployment and those

with high ability tend to leave unemployment relatively early, hence decreas-

ing the average ability of leaving unemployment amongst those remaining

unemployed. Mixed proportional hazard models are most commonly used

to estimate both phenomena. It has been shown that results, especially

results on the duration dependence phenomenon, are sensitive to any para-

metric assumption made in the model1. Although techniques have been de-

veloped to get round this problem (Heckman and Singer, 1984) it has proved

very di±cult to carry them out with cross-section data (Meyer, 1990). The

use of panel data, however, allows the estimation of both duration depen-

1See Lancaster (1990) for a survey of the econometric issues relating to the estimation
of mixed proportional hazard models.
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dence and unobserved heterogeneity without parametric assumption (Aru-

lampalam, Booth and Taylor, 2002, Kalwij, 2001). With aggregate data2,

van den Berg and van Ours (1994, 1996) developed a technique allowing the

identi¯cation of both phenomena without any parametric assumption.

However, some strong assumptions are still made in the mixed propor-

tional hazard framework, i.e. that the various in°uences on the individual

unemployment exit rate are separable. These in°uences are typically the

duration of the elapsed unemployment spell, the individual characteristics or

the unobserved heterogeneity, and the calendar time, embodying the in°u-

ence of the business cycle on unemployment exit rates. Separability between

duration dependence and calendar time, and between unobserved hetero-

geneity and calendar time have recently been investigated by Abbring, van

den Berg and van Ours (2001, 2002), Kalwij (2001) and Turon (2003). The

model we use in this paper indeed allows for both the individual duration

dependence pattern and the composition of the in°ow (in other words the

heterogeneity distribution) to exhibit cyclical variations, thereby relaxing

two of the three separability assumptions inherent in the mixed proportional

hazard model. The aim of this paper is to assess the validity of the third

separability assumption, namely that duration dependence and heterogeneity

2Layard and Jackman (1991) also found some evidence of duration dependence with
British aggregate data using a qualitative approach.
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are separable, i.e. that the duration dependence pattern is the same for all

individuals. We do this by estimating the model on two sets of British disag-

gregated data, by age and by region, and by comparing our results across the

di®erent groups. This also allows us to compare the cyclical sensitivity of the

in°ow composition across age and regional groups. Using a model with ¯xed

duration dependence and in°ow composition and US data, van den Berg and

van Ours (1996) found that the duration dependence pattern was di®erent

between groups of male or female, black or white individuals.

The paper is organised as follows. The model used is described in section

2. In section 3, we discuss the optimal size of the disaggregated data groups

and describe the data. Estimation results are reported in sections 4 and 5

for age groups and regions respectively. Section 6 concludes.

2 Model

We use a modi¯ed version of the models of van den Berg and van Ours (1994,

1996). They use a Mixed Proportional Hazard speci¯cation in a discrete time

setting:

h(i; t; d) = ª2(t) ¢ ª3(d) ¢ vi (1)

3



where h is the hazard of exiting unemployment at calendar time t for individ-

ual i whose unemployment spell duration to date is d, vi is the unobserved

heterogeneity. v follows a distribution G(v) with positive support. If ª3(d)

is decreasing in d, there is negative individual duration dependence3. ª2(t)

is the impact of the business cycle on the individual exit rate. The strength

of this approach is that it does not need any parametric assumption on ei-

ther the shape of the duration dependence pattern ª3(d) or on the shape

of the heterogeneity distribution G(v). This is made possible by our use of

`aggregate' data. Details of the method can be found in van den Berg and

van Ours (1994, 1996).

As in Turon (2003), the model speci¯cation we estimate also allows for

cyclical variations in in°ow composition and in individual duration depen-

dence. It hence relaxes two separability assumptions inherent in the mixed

proportional hazard speci¯cation. The time at which an individual entered

unemployment will be one in°uence on the hazard rate (embodied in the

term ª4(t¡ d) below) as it is an indication of the quality of the in°ow pool

from which he comes. The cyclicality of the individual duration dependence

3It should be noted that, as studies on duration dependence often use data on exit rates
from unemployment which include the number of people who exit unemployment to drop
out of the labour force, the estimated duration dependence phenomenon might relate to
some labour supply decisions as well as to job-¯nding behaviour.
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is embodied in the term ª3(d; t). So our speci¯cation of the hazard rate is:

h(i; t; d) = ª2(t) ¢ ª3(d; t) ¢ ª4(t¡ d) ¢ vi (2)

This allows the estimation of features of the duration dependence pattern

and the unobserved heterogeneity distribution in terms of the following pa-

rameters. Three ´ coe±cients represent the duration dependence pattern:

´i =
ª3(i)

ª3(i¡ 1)
, for i = 1; 2; 3

and three ° coe±cients represent the ¯rst moments of the heterogeneity dis-

tribution (Ev fvg = 1 without loss of generality):

°i =
Ev fvig
[Ev fvg]i

, for i = 1; 2; 3

The functional forms assumed for in°ow composition and duration de-

pendence are:

ª4(t¡ d) = ¸ ¢ [bc(t¡ d)]® (3)
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and

´i = ´
0
i + ¯i ¢ bc(t) (4)

hence

ª3(d; t) =
dY

s=1

£
´0s + ¯s ¢ bc(t)

¤
for d = 1::3 (5)

and ª3(0; t) = 1

It has to be noted that these functional forms are a departure from the

non-parametric setting of van den Berg and van Ours's model and is less °ex-

ible than Abbring, van den Berg and van Ours's (2002) polynomial speci¯ca-

tion4. The shape of the duration dependence pattern and of the heterogene-

ity distribution are still fully °exible, which ensures reliability of parameter

estimates.

Here all heterogeneity is unobserved, and is fully represented by the term

4We did experiment with various functional forms for ª4 (t ¡ d) including the linear,
logarithmic, exponential and polynomial forms, but the best results in terms of speci¯ca-
tion tests were obtained with the expression in (3)
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vi. A seasonal factor is introduced as follows:

Gs(v) = Gs¡1(v ¢ ws) where
Y

s

ws = 1

Ev fvgs¡1 = ws ¢ Ev fvgs

where s is the season of in°ow.

Identi¯cation issues have been thoroughly examined by Abbring, van den

Berg and van Ours (2001, 2002). With the above speci¯cations for ª3(d; t)

and ª4(t¡ d), the model in (2) will be identi¯ed5. The coe±cient ® will be

estimated but ¸ is not identi¯ed as, in the expressions of the ratio of average

exit rates from di®erent duration bands d1 and d2 at the same calendar time

t, only the ratio ª4(t¡d1)
ª4(t¡d2) appears. Two di®erent measures of the business

cycle bc(t) have been used: the tightness of the labour market (V=U , where

V and U are respectively the stocks of vacancies and unemployment) or the

unemployment rate. The best results were obtained when using the tightness

rate in (4) and the unemployment rate in (3).

5The model is identi¯ed as long as the speci¯cation of ª4(t ¡ d) does not contain a
multiplicative exponential term in t ¡ d, such as exp f½ ¢ (t ¡ d)g, and the specī cation of
ª3(d;t) does not include a multiplicative term in either t or t ¡ d. For more details, see
Abbring, van den Berg and van Ours (2001, Appendix C).
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3 Data

3.1 Minimum size of group

Although the data are available at the level of very narrow age bands, and

very small areas (travel-to-work areas), we use only three age bands, and 11

regions of Great Britain. This is to make sure that the observed hazard rates

that we use are close enough to the actual (`theoretical') hazard rates. Hazard

rates being probabilities, we cannot really observe them. If all individuals

were facing the same hazard rate h of exiting unemployment, and if the size

of the unemployment pool was in¯nite, then the fraction of individuals who

exit unemployment would equal h. However, over a ¯nite sample, or ¯nite

size of unemployment pool, all we can observe is an average of the realisations

of a random variable Xi. For each individual, Xi = 0 if the individual stays

unemployed, with probability 1¡h, and Xi = 1 if the individual ¯nds a job,

with probability h. The expected value of X equals h, and its variance equals

h ¢ (1¡h). The observed hazard rate that we observe from an unemployment

pool of size N is:

bh =
1
N

¢
NX

i=1

Xi (6)
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which is just the sample mean of the realisations of Xi: As N increases,

bh tends to its expected value, h. However, as we use the observed bh as

data for the actual hazard rates h, we want bh to be `reasonably' close to

h, not to introduce too much measurement error (added to other types of

measurement errors related to the measurement of unemployment). The

variance of bh equals h¢(1¡h)N . From the central limit theorem, we know that

bh tends in probability to a normally distributed random variable of mean h

and variance h¢(1¡h)N . So, with 90% con¯dence, we can rely on the true h to

lie within 1:7
q
h¢(1¡h)
N of the observed bh.

The data we use for estimation are hazard rates up to two decimal places.

So if bh lies within 0.01 of h, we can consider that it is `reasonably' close to

the true value in terms of the precision of our data. For a value of h of 0.56,

this means:

1:7

r
h ¢ (1 ¡h)
N

6 0:01 (7)

, N > 7; 225 (8)

Hence we consider that 7,225 individuals is the minimum size of unemploy-

ment pool that we wish to use, in order for the observed hazard rate to

re°ect the actual hazard rate accurately enough. As we have data on ¯ve

6For smaller values of h, the condition on N is less restrictive.
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quarterly duration bands, and that the size of these unemployment pools

decreases with duration (as more and more workers have found a job and

left the pool), we must make sure that the size of the unemployment pool

of individuals in their fourth quarter of unemployment exceeds 7,225. This

criterion guided our choice of age bands and geographical breakdown.

We have chosen to use an age breakdown comprising only three age bands:

under 30 years old, 30 to 50 years old, and over 50 years old. The average

size of the total unemployment in each age band, and of the number of

unemployed in the fourth quarter of their unemployment spell are reported

in Table 1. Our criterion on the size of the pool is satis¯ed for all age bands.

The geographical breakdown used comprises 11 regions over Great Britain.

The corresponding statistics are shown in Table 2. The size of regional

unemployment varies from 45,349 for East Anglia to 258,217 for London.

All regions but Wales and East Anglia satisfy the criterion on the value of

N for the size of the fourth duration band. Wales is borderline with 7,046

individuals in the fourth duration band. East Anglia is much below the limit

size we set ourselves. However, as this regional breakdown is the one that

splits Great Britain into the largest possible areas, we are going to use this

data - bearing in mind that data on hazard rates in East Anglia are less

accurate than in other regions. We use male data only.
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3.2 Description of the data

The averages of hazard rates for each duration band over 1985:IV to 1997:II

are shown in Tables 3 and 4. For the regional data sets, as we can consider

that, to some extent, di®erent regions represent di®erent labour markets, we

will use the regional unemployment rate and the regional tightness rate to

represent the state of the business cycle. In each individual data set, we

observe a decline of average hazard rates with duration: this decline re°ects

the combination of the weeding out process and the duration dependence

pattern. One exception is the increase in hazard rate in the data set of males

age over 50, between the third and fourth duration band. As suggested

below, this could be linked with some labour force participation decision.

Apart from the hazard rate of older men in their fourth duration band,

hazard rates decline with age, for a given duration.

4 Estimation on age group data

Results of the estimation with age group data are reported in Table 5. We

carried out the regression on each data set separately. In the speci¯cations

(3) and (4) of the cyclical variations of the in°ow composition and the du-

ration dependence pattern, we keep the aggregate unemployment rate and

tightness rate as indicators of the business cycle. This is because we do not
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consider the di®erent age groups as looking for jobs in separate labour mar-

kets. For the three data sets, the in°ow composition varies signi¯cantly over

the business cycle as the ® coe±cient is signi¯cant. Its positive sign suggests

that these variations are countercyclical, in that individuals entering unem-

ployment when unemployment is high have on average a better ability to

exit unemployment than those who enter unemployment when it is low. The

estimated ® varies across groups: it is highest for middle-age men, and small-

est for the older age group. This seems to indicate that the average quality

of the in°ow is more sensitive to the unemployment level in the middle-age

group, and less sensitive in the older age group. The ¯ coe±cients are jointly

insigni¯cant for the under 30 group, but jointly signi¯cant for the other two

groups. The duration dependence between the third and the fourth quarter of

unemployment is smoother when the tightness is higher, i.e. in booms. This

goes along the insights of Blanchard and Diamond's (1994) ranking model.

These two ¯ndings suggest that the ¯rst two separability assumptions7 of the

standard mixed proportional hazard model are not satis¯ed in our data.

For the three age group data sets the estimation results exhibit the same

main features as the results obtained with aggregate data in Turon (2003):

signi¯cantly negative duration dependence over the ¯rst year of unemploy-

7i.e. that the duration in°uence is separable from the business cycle in°uence, and that
the heterogeneity distribution is invariant over the business cycle
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ment, small or insigni¯cant variance of the heterogeneity distribution, same

seasonal pattern, and countercyclical in°ow composition.

Males under 30 and males aged 30 to 50 experience very similar depreci-

ation of their chances to ¯nd a job during their ¯rst year of unemployment.

Males over 50 have a smoother decrease of their hazard rate in the ¯rst three

quarters of unemployment, and their chances to exit unemployment in the

fourth quarter is 30 percent higher than in the third quarter. Like in the

female aggregate data set8, this suggests that some of them just drop out of

the labour force, maybe to some kind of retirement. So for the older group,

´3 cannot be interpreted purely as a job search parameter, but rather a

combination of this with labour force participation behaviour. One implicit

assumption of the mixed proportional hazard speci¯cation of the model is

that the duration dependence pattern does not depend on individual char-

acteristics. If this separability assumption is right, the ´ coe±cients should

be the same for all age groups. Most of the di®erences described above are

not signi¯cant, which gives support for this assumption: ´1 and ´2 do not

vary signi¯cantly across groups, but ´3 is signi¯cantly higher in the over 50

group than in the other two. This could be attributed to the fact that ´3 is

a®ected by labour participation decisions.

For the age groups of under 30 and 30 to 50, the °2 estimate is not signi¯-

8See Turon (2003).
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cantly di®erent from 1, which means that the variance of v is not signi¯cantly

di®erent from zero. The absence of heterogeneity that this suggests is quite

surprising, but is in line with van den Berg and van Ours's and our ¯ndings

with aggregate data. With the data set of males aged over 50, however,

the variance of the heterogeneity distribution is signi¯cantly positive. The

seasonal pattern of the w coe±cients is similar in all groups. wjan is always

signi¯cantly smaller than 1, while wapr is always signi¯cantly higher than 1.

This suggests that individuals entering unemployment in January are more

successful than average in ¯nding a job, but that people entering unemploy-

ment in the three other seasons have got very similar average ability to ¯nd

a job at the start of their unemployment spell.

Speci¯cation tests have been carried out to check the validity of the model:

¯rst of all, the ° coe±cients cannot theoretically take any value. Three con-

straints9 on their values have to hold in order for them to plausibly represent

the ¯rst moments of a distribution with positive support. These constraints

do not reject the model speci¯cation for any group. There is evidence of

serial correlation in the third equation of the models, for all age groups. For

9These constraints are the following (see Shohat and Tamarkin, 1970):

°2 ¸ 1
°3 ¸ °2

2£
°4 ¡ °2

2

¤
(°2 ¡ 1) ¡ (°3 ¡ °2)

2 ¸ 0
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the ¯rst two equations, no serial correlation is observed in the data sets of

males aged under 30, and aged 30 to 50. In the data sets of males aged over

50, however, serial correlation is present in all three equations.

5 Estimation on regional data

The model has also been estimated with the 11 regional data sets10. Two

features of the regional data should enable us to test cross-in°uences be-

tween duration dependence and other factors. Firstly, the distribution of

heterogeneity is likely to vary across regions, because the demographic char-

acteristics as well as the distribution of skills in the workforce might not be

the same between London and Yorkshire, for example. Similarly, the demand

for various skills may well vary across regions, leading to regional variations

in the ability to ¯nd a job. Secondly, as seen in Table 4, the state of the

labour market varies signi¯cantly across regions at the same point in time.

The average unemployment rate over the period covered by the data varies

from around 7% in East Anglia and the South East to 15% in the Northern

region. If the assumption of separability between duration dependence and

heterogeneity is correct, we should obtain similar estimates of the ´ coe±-

10Ideally, we would have liked to carry out a joint estimation of the model on the 11
regions, in order to test for the equality of coe±cients across regions. However, attempts at
a joint estimation have proved unsuccessful. We therefore estimate the model separately
for each region and compare the coe±cients obtained.
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cients in all regions in spite of these di®erences. On the other hand, if the

duration dependence pattern is sensitive to the state of the labour market,

this should be revealed in the estimation of the model.

Estimated coe±cients for each region are shown in Tables 6 and 7. Allow-

ing for cyclical variations in in°ow composition improves the ¯t of the model

signi¯cantly compared to a standard mixed proportional hazard model as

in (1) as the likelihood ratio test statistics LR1 reported in Tables 6 and 7

show. This con¯rms that the in°uences of heterogeneity and calendar time

on the hazard rates are not separable since the mean of the heterogeneity

distribution °uctuates with the business cycle. On the other hand, allowing

for cyclical variations in the duration dependence pattern does not improve

the ¯t of the model signi¯cantly for most regions, as the likelihood ratio test

statistics LR2 show. This supports the separability assumption between the

duration dependence and business cycle. For most regions, the duration de-

pendence pattern can be considered constant over the business cycle. For

Scotland, the South East and the West Midlands however, we do ¯nd signi¯-

cant variations of the duration dependence pattern, although of varying sign

across regions.

The duration dependence pattern looks similar across regions and sug-

gests signi¯cantly negative duration dependence over the ¯rst year of unem-

ployment. As a joint estimation over the 11 regions was not possible, we
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cannot test for the joint equality of the ´ parameters across regions. Point

estimates of the ´ coe±cients, together with their 5% con¯dence interval are

shown in Figures 1 to 3. All the con¯dence intervals are overlapping. The

estimated value of ´1 obtained with the aggregate male dataset 0.85 (line

drawn on Figure 1), belongs to all con¯dence intervals of the ´1 parameter

estimate across regions, except the South East. The corresponding values

for ´2 and ´3 are 0.91 and 0.93 respectively (lines drawn on Figure 2 and 3),

and belong to all the con¯dence intervals. This suggests that the duration

dependence estimates across regions are `fairly close' and o®ers some support

for the separability assumption. As mentioned above, for most regions, the ´

coe±cients are found to be constant over the business cycle. So this rejects

the potential explanation that the observed variations of duration depen-

dence across regions might be due to the di®erent regions being at di®erent

stages of the business cycle. Another potential cause for di®erent duration

dependence lies in the di®erences in heterogeneity distribution across regions.

If the di®erences in duration dependence pattern were signi¯cant, we would

have to reject the assumption of separability between duration dependence

and heterogeneity.

In his model of stigma, Berkovitch (1990) predicts that the greater the

heterogeneity in a group, the stronger the negative duration dependence.

Similarly, Lockwood (1991) shows that when the variance of the productivity

17



distribution among workers increases, the screening on duration on the ¯rms'

side becomes tighter, because ¯rms make larger losses from low-productivity

workers, so the incentive to detect them increases. So we should ¯nd lower

´ coe±cients in regions where °2 is higher. As seen in Tables 6 and 7, the

variance of the heterogeneity distribution, represented by °2¡1, varies across

regions. These variations are not large, as most variances are not signi¯cantly

positive, although all point estimates (except the one for South East) are

very near or greater than 1. This suggests insigni¯cant or small presence

of heterogeneity in the distribution of ability to ¯nd a job across individuals

entering unemployment in a given region, which is a bit surprising, but again,

mirrors our results with aggregate data. The product of the three duration

dependence coe±cients, i.e. the decrease in individual exit rate over the

¯rst year of unemployment, has been plotted against °2 (Figure 4). A clear

positive relationship appears. The slope of the regression line is positive

(0.52 with a standard error of 0.12), and this regression explains 68% of the

observed variations in the duration dependence pattern.

This positive relationship does not con¯rm Berkovitch's or Lockwood's

predictions. In their 1996 article, van den Berg and van Ours used data

decomposed according to race (black or white) and gender. The group of

black males, which exhibited the highest variance of unobserved heterogene-

ity, had a positive duration dependence pattern over the ¯rst months of
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unemployment, whereas white males, with a lower variance, exhibited a neg-

ative duration dependence. So their results did not con¯rm Berkovitch's

idea either. Our results across regions suggest that duration dependence is

smoother in regions where the unobserved heterogeneity is greater. The in-

tuitive explanation for this relationship is not clear. Also, as the variance

of the heterogeneity distribution exhibits little variation across regions, our

result should be interpreted with caution.

The e®ect of the season of in°ow on exit rates, represented by the w's is

remarkably similar across model speci¯cations and across regions. January

is the season where most successful people enter unemployment.

For all regions, the estimated ® coe±cient is signi¯cantly positive, sug-

gesting countercyclical variations in in°ow composition. The estimated val-

ues of ® vary from 0.35 to 0.99. The low values are obtained for London

and the South East, while the high values are obtained for Scotland, the

North West, and Yorkshire and Humberside. As with the ´ coe±cients, we

have plotted the estimated values of ® across regions, together with their

con¯dence interval (Figure 5). This plot suggests that there are some signi¯-

cant di®erences between the ® coe±cients across regions. To see whether the

variations in ® could possibly re°ect variations in the labour market state,

the estimated ®'s have been plotted against the average unemployment rate

in each region (Figure 6). The ¯gure shows a positive relationship between
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® and unemployment rate. The slope of the regression line between ® and

the unemployment rate is signi¯cantly positive (4.7 with a standard error

of 2.1) and this regression explains 35% of the variations in ®. In the re-

gions that combine high unemployment and high ®, like Scotland, Northern,

North West and Yorkshire and Humberside, the average quality of the in°ow

into unemployment is much more sensitive to the unemployment rate than

in the regions where both ® and the unemployment rate are quite low, like

the South East, South West, and West Midlands. In London, average unem-

ployment is quite high (13.2%), but as the estimate of ® is one of the lowest,

in°ow composition is not very sensitive to unemployment rate.

The test on the validity of the constraints on the ° coe±cients does not

reject these constraints, with the only exception of the South East. Serial

correlation tests were carried out. While no evidence of serial correlation

was found in the ¯rst two equations of the model (A.1) and (A.2) for most

regions, there is some evidence of serial correlation in the third equation

(A.3) for nearly all regions.

6 Conclusion

In this paper, estimation of a model allowing for cyclical variations in both

the in°ow composition and the duration dependence pattern has been carried
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out with data disaggregated by age and by region. The duration dependence

pattern is quite similar between age groups, except for the coe±cient rep-

resenting the change in individual exit rate between the third and fourth

quarter of unemployment, which is much higher and greater than one for

males over 50. This di®erence might be due to labour participation be-

haviour. The results with regional data show similar duration dependence

patterns for all regions. This gives some support to the remaining separabil-

ity assumption inherent to our model, which is that the in°uences of duration

and of heterogeneity are separable. The variance of the heterogeneity distri-

bution exhibits some small variation across age groups and regions but, as

with the aggregate data, it is not signi¯cant in most cases. The duration

dependence phenomenon over the ¯rst year of unemployment is smoother in

regions where the variance of the heterogeneity distribution is greater.

Results obtained also allow us to compare the cyclical sensitivity of the

in°ow composition across groups, and relate it to the state of the local labour

market in the case of regional data. This sensitivity seems to be positively

correlated with the regional unemployment rate.
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Appendix
The three equations to be estimated are in logarithmic form as follows11:

ln
½
h(1 j t)
h(0 j t)

¾
= lnf´1g+ lnfWtg+ ln

½
ª4 (t ¡ 1)
ª4 (t)

¾
(A.1)

+ ln f1¡ °2h(0; t¡ 1)g ¡ lnf1 ¡ h(0; t ¡ 1)g

ln
½
h(2 j t)
h(0 j t)

¾
= ln f´1´2g+ ln fWtWt¡1g+ ln

½
ª4 (t¡ 2)
ª4 (t)

¾
(A.2)

+ ln
½ 1¡ °2h(0; t ¡ 2)

¡´1Wt¡1ª4(t¡2)
ª4(t¡1)h(0; t¡ 1) ¢ [°2 ¡ °3h(0; t¡ 2)]

¾

¡ ln
½ 1¡ h(0; t¡ 2)

¡´1Wt¡1ª4(t¡2)
ª4(t¡1)h(0; t¡ 1) ¢ f1 ¡ °2h(0; t¡ 2)g

¾

ln
½
h(3 j t)
h(0 j t)

¾
= lnf´1´2´3g+ ln fWtWt¡1Wt¡2g + ln

½
ª4 (t¡ 3)
ª4 (t)

¾
(A.3)

+ ln

8
>>>>><
>>>>>:

1¡ °2h(0; t¡ 3)+
´1Wt¡2

ª4(t¡3)
ª4(t¡2) ¢ [°2 ¡ °3h(0; t¡ 3)] ¢h

´2Wt¡1
ª4(t¡2)
ª4(t¡1)h(0; t ¡ 1) + h(0; t ¡ 2)

i

+[°3 ¡ °4h(0; t¡ 3)] ¢
´21´2W 2

t¡2Wt¡1
ª4(t¡3)2

ª4(t¡2)ª4(t¡1)h(0; t¡ 1)h(0; t¡ 2)

9
>>>>>=
>>>>>;

¡ ln

8
>>>>><
>>>>>:

1 ¡ h(0; t¡ 3)+
´1Wt¡2

ª4(t¡3)
ª4(t¡2) ¢ [1¡ °2h(0; t¡ 3)] ¢h

´2Wt¡1
ª4(t¡2)
ª4(t¡1)h(0; t¡ 1) + h(0; t¡ 2)

i

+ [°2 ¡ °3h(0; t¡ 3)] ¢
´21´2W 2

t¡2Wt¡1
ª4(t¡3)2

ª4(t¡2)ª4(t¡1)h(0; t¡ 1)h(0; t¡ 2)

9
>>>>>=
>>>>>;

where

Wt =
julX

s=oct

wsIt;s , with It;s =
½
1 if season at t = oct

0 otherwise

¾

11Although obtained with van den Berg and van Ours's (1994) method, the derivation
of these equations is ours.
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Table 1: Average size of age data sets

Males
under 30

Males
aged 30-50

Males
over 50

Average U 759,249 657,386 322,469
Average U(Q4) 60,641 48,135 24,532

Averages over the sample period: 1985.IV to 1997.II.
U(Q4) is the size of the unemployment pool for the fourth duration band.

Table 2: Average size of regional data sets

Average U Average U (Q4)
East Anglia 45,349 3,437

East Midlands 111,865 8,525
London 258,217 21,150

North West 230,329 17,138
Northern 126,089 9,203
Scotland 186,392 13,727

South East 225,906 18,032
South West 117,641 9,161

Wales 92,854 7,046
West Midlands 174,709 13,207

Yorkshire and Humberside 169,753 12,682
Averages over the sample period: 1985.IV to 1997.II.

U(Q4) is the size of the unemployment pool for the fourth duration band.
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Table 3: Average hazard rates - Age data sets

Males
under 30

Males
aged 30-50

Males
over 50

h(0) 0.45 0.40 0.35
h(1) 0.36 0.31 0.27
h(2) 0.33 0.28 0.24
h(3) 0.28 0.23 0.29

Averages over the sample period: 1985.IV to 1997.II.

Table 4: Average hazard rates, unemployment rates, tightness rates -
Regional data sets

h(0) h(1) h(2) h(3) Urate V=U
East Anglia 0.47 0.37 0.33 0.30 0.08 0.16

East Midlands 0.43 0.34 0.30 0.27 0.10 0.11
London 0.38 0.30 0.27 0.24 0.13 0.09

North West 0.41 0.33 0.29 0.26 0.13 0.10
Northern 0.42 0.33 0.30 0.26 0.15 0.07
Scotland 0.43 0.34 0.31 0.27 0.13 0.12

South East 0.46 0.36 0.32 0.29 0.07 0.20
South West 0.46 0.36 0.33 0.30 0.09 0.15

Wales 0.42 0.34 0.31 0.27 0.13 0.13
West Midlands 0.40 0.31 0.29 0.26 0.12 0.10

Yorkshire and Humberside 0.43 0.33 0.30 0.27 0.12 0.08
Averages over the sample period: 1985.IV to 1997.II.
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Table 5: Results by male age group, for the three model speci¯cations

under 30 30 to 50 over 50 Aggregate

´1
0:85
(0:04)

0:83
(0:05)

0:87
(0:04)

0:85
(0:04)

´2
0:91
(0:04)

0:88
(0:04)

0:94
(0:04)

0:91
(0:04)

´3
0:84
(0:03)

0:90
(0:03)

1:34
(0:08)

0:93
(0:04)

°2
1:08
(0:07)

1:09
(0:10)

1:26
(0:09)

1:12
(0:08)

°3
1:34
(0:26)

1:16
(0:40)

1:79
(0:41)

1:38
(0:32)

°4
2:28
(0:78)

1:04
(1:31)

2:86
(1:50)

2:07
(1:01)

woct
1:01
(0:02)

0:97
(0:01)

1:00
(0:01)

1:00
(0:01)

wjan
0:97
(0:01)

0:95
(0:02)

0:92
(0:01)

0:96
(0:01)

wapr
1:05
(0:01)

1:08
(0:01)

1:11
(0:01)

1:07
(0:01)

® 0:48
(0:07)

0:74
(0:09)

0:23
(0:07)

0:56
(0:07)

¯1
0:03
(0:32)

¡0:21
(0:25)

0:16
(0:40)

¡0:03
(0:29)

¯2
0:11
(0:44)

1:22
(0:43)

1:01
(0:44)

0:55
(0:46)

¯3
0:96
(0:63)

¡0:17
(0:42)

¡0:14
(0:99)

0:39
(0:56)

SC1
p p

X
p

SC2
p p

X
p

SC3 X X X X
Standard errors in brackets. 42 observations.

SC1, 2, and 3: Result of the test on residuals' serial correlation. X = evidence of
serial correlation,

p
= no serial correlation.
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Table 6: Results by region (1/2)

EA EM L NW N Sc

´1
0:79
(0:03)

0:82
(0:04)

0:91
(0:05)

0:87
(0:05)

0:83
(0:04)

0:81
(0:04)

´2
0:89
(0:02)

0:89
(0:03)

0:95
(0:06)

0:95
(0:05)

0:95
(0:04)

0:99
(0:04)

´3
0:94
(0:03)

0:94
(0:04)

0:87
(0:04)

0:92
(0:04)

0:88
(0:05)

1:00
(0:04)

°2
0:99
(0:06)

1:10
(0:07)

1:25
(0:11)

1:17
(0:09)

1:05
(0:09)

1:11
(0:07)

°3
0:86
(0:28)

1:36
(0:30)

2:18
(0:34)

1:65
(0:38)

1:07
(0:40)

1:21
(0:28)

°4
0:15
(0:95)

2:11
(0:96)

5:31
(1:00)

3:22
(1:16)

1:22
(1:35)

1:01
(0:92)

woct
0:97
(0:01)

0:99
(0:01)

1:01
(0:02)

1:00
(0:01)

0:99
(0:02)

0:98
(0:01)

wjan
1:01
(0:01)

0:98
(0:01)

0:97
(0:02)

0:98
(0:01)

0:98
(0:02)

1:00
(0:01)

wapr
1:07
(0:01)

1:08
(0:01)

1:04
(0:01)

1:07
(0:01)

1:07
(0:01)

1:06
(0:01)

® 0:56
(0:05)

0:55
(0:06)

0:40
(0:09)

0:85
(0:12)

0:75
(0:18)

0:99
(0:14)

¯1
¡0:08
(0:11)

0:22
(0:23)

0:25
(0:38)

0:21
(0:32)

¡0:28
(0:32)

0:39
(0:20)

¯2
0:37
(0:19)

0:15
(0:30)

¡0:59
(0:32)

¡0:08
(0:40)

0:24
(0:59)

0:31
(0:27)

¯3
¡0:33
(0:21)

¡0:07
(0:42)

0:74
(0:41)

0:98
(0:54)

1:22
(0:78)

¡0:50
(0:32)

LR1 82.8 67.6 24.2 48.4 26.1 42.7
LR2 5.0 2.4 5.4 5.2 4.2 9.4
SC1

p p p
X

p p
SC2

p p
X

p p p
SC3 X

p
X X X X

Standard errors in brackets. 44 observations.
EA: East Anglia, EM: East Midlands, L: London, NW: North West, N: Northern,

Sc: Scotland.
LR1: Likelihood ratio test between the model with varying in°ow composition
and the standard MPH speci¯cation. LR1 should be compared with Â21 = 3:8

(one variable added)
LR2: Likelihood ratio test between the model with varying in°ow composition
and duration dependence and the model with varying in°ow composition only.

LR2 should be compared with Â21 = 7:8 (3 variables added).
SC1, 2, and 3: Result of the test on residuals' serial correlation. X = evidence of

serial correlation,
p

= no serial correlation.
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Table 7: Results by region (2/2)

SE SW Wa WM YH Aggregate

´1
0:78
(0:03)

0:80
(0:04)

0:80
(0:04)

0:79
(0:04)

0:81
(0:04)

0:85
(0:04)

´2
0:88
(0:02)

0:88
(0:03)

0:89
(0:04)

0:91
(0:03)

0:93
(0:04)

0:91
(0:04)

´3
0:92
(0:02)

0:91
(0:03)

0:88
(0:04)

0:93
(0:03)

0:92
(0:04)

0:93
(0:04)

°2
0:96
(0:06)

0:98
(0:08)

0:99
(0:08)

1:02
(0:09)

1:07
(0:07)

1:12
(0:08)

°3
0:72
(0:25)

0:88
(0:34)

1:08
(0:29)

0:90
(0:48)

1:16
(0:31)

1:38
(0:32)

°4
¡0:18
(0:85)

0:49
(1:09)

1:83
(1:06)

0:78
(1:83)

1:45
(1:10)

2:07
(1:01)

woct
0:98
(0:01)

0:99
(0:01)

0:98
(0:01)

1:00
(0:01)

0:99
(0:01)

1:00
(0:01)

wjan
1:00
(0:01)

0:99
(0:02)

1:02
(0:02)

0:96
(0:01)

0:98
(0:01)

0:96
(0:01)

wapr
1:05
(0:01)

1:07
(0:01)

1:05
(0:01)

1:06
(0:01)

1:07
(0:01)

1:07
(0:01)

® 0:35
(0:04)

0:48
(0:05)

0:70
(0:09)

0:42
(0:07)

0:72
(0:11)

0:56
(0:07)

¯1
¡0:14
(0:06)

¡0:21
(0:14)

¡0:07
(0:14)

¡0:08
(0:21)

0:04
(0:28)

¡0:03
(0:29)

¯2
0:39
(0:12)

0:26
(0:20)

¡0:14
(0:23)

0:62
(0:41)

0:32
(0:50)

0:55
(0:46)

¯3
0:11
(0:13)

¡0:04
(0:21)

¡0:21
(0:30)

1:18
(0:43)

0:65
(0:52)

0:39
(0:56)

LR1 63.2 67.7 48.0 37.9 52.2 54.4
LR2 17.8 2.4 2.2 15.2 4.4 3.5
SC1

p p p
X

p p
SC2

p
X X

p p p
SC3 X

p
X

p p
X

Standard errors in brackets. 44 observations.
SE: South East, SW: South West, Wa: Wales, WM: West Midlands, YH:

Yorkshire and Humberside.
LR1: Likelihood ratio test between the model with varying in°ow composition
and the standard MPH speci¯cation. LR1 should be compared with Â21 = 3:8

(one variable added)
LR2: Likelihood ratio test between the model with varying in°ow composition
and duration dependence and the model with varying in°ow composition only.

LR2 should be compared with Â21 = 7:8 (3 variables added).
SC1, 2, and 3: Result of the test on residuals' serial correlation. X = evidence of

serial correlation,
p

= no serial correlation.
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Figure 1: Estimates of η1 and confidence intervals 
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Figure 2: Estimates of η2 and confidence intervals 
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Figure 3: Estimates of η3 and confidence intervals 
 
 
 

gamma2

 duration dependence  Fitted values

.9 1 1.1 1.2 1.3

.6

.65

.7

.75

.8

EA

EM

LD
NW

N

S

SE

SW

W

WM

YH

 
 
 

Figure 4: Duration dependence and unobserved heterogeneity 
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Figure 5: Estimates of α  and confidence intervals 
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Figure 6: Estimates of α  and unemployment rate 
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