
D
I

S
C

U
S

S
I

O
N

 
P

A
P

E
R

 
S

E
R

I
E

S

Forschungsinstitut 
zur Zukunft der Arbeit
Institute for the Study 
of Labor 

Religious Participation versus Shopping:
What Makes People Happier?

IZA DP No. 5198

September 2010

Danny Cohen-Zada
William Sander



 
Religious Participation versus Shopping: 

What Makes People Happier? 
 
 

Danny Cohen-Zada 
Ben-Gurion University 

and IZA  
 

William Sander 
DePaul University 

 
 
 
 

Discussion Paper No. 5198 
September 2010 

 
 
 

IZA 
 

P.O. Box 7240   
53072 Bonn   

Germany   
 

Phone: +49-228-3894-0  
Fax: +49-228-3894-180   

E-mail: iza@iza.org 
 
 
 
 
 

Any opinions expressed here are those of the author(s) and not those of IZA. Research published in 
this series may include views on policy, but the institute itself takes no institutional policy positions. 
 
The Institute for the Study of Labor (IZA) in Bonn is a local and virtual international research center 
and a place of communication between science, politics and business. IZA is an independent nonprofit 
organization supported by Deutsche Post Foundation. The center is associated with the University of 
Bonn and offers a stimulating research environment through its international network, workshops and 
conferences, data service, project support, research visits and doctoral program. IZA engages in (i) 
original and internationally competitive research in all fields of labor economics, (ii) development of 
policy concepts, and (iii) dissemination of research results and concepts to the interested public.  
 
IZA Discussion Papers often represent preliminary work and are circulated to encourage discussion. 
Citation of such a paper should account for its provisional character. A revised version may be 
available directly from the author. 



IZA Discussion Paper No. 5198 
September 2010 

 
 
 
 
 
 
 
 
 

ABSTRACT 
 

Religious Participation versus Shopping: 
What Makes People Happier? 

 
In this paper, we first explore how an exogenous increase in the opportunity cost of religious 
participation affects individuals’ religious participation and reported happiness using data 
from the General Social Survey. The exogenous shift in the cost of religious participation is a 
result of repealing of so-called blue laws which restrict retail activity on Sundays. We find that 
repealing blue laws causes a significant decline in the level of religious participation of white 
women and in their happiness. We do not observe any significant decline in reported 
happiness of other groups whose religious participation was not significantly affected by 
repeal. We also use repeal as an instrumental variable (IV) for church attendance and 
provide direct evidence that church attendance has a significant positive effect on happiness, 
especially for women. 
 
 
JEL Classification: K10, J16 
  
Keywords: religious participation, happiness, blue laws 
 
 
Corresponding author: 
 
Danny Cohen-Zada  
Department of Economics 
Ben-Gurion University 
Beer-Sheva 84105 
Israel 
E-mail: danoran@bgu.ac.il   
 



 2

 
 
 
 

RELIGIOUS PARTICIPATION VERSUS SHOPPING: 
WHAT MAKES PEOPLE HAPPIER? 

 
 

1. Introduction 
 

     The economics of happiness is receiving increasing attention.  For example, the 

determinants of happiness were the focus of a recent address by the current Chairman 

of the Federal Reserve System in the United States (Bernanke, 2010).  Gary Becker 

(2010) notes that it is a puzzle why happiness has not increased in the United States 

over the past few decades while income increased markedly.  Substantial attention has 

been given to research by Stevenson and Wolfers (2009) that indicates declining 

female happiness.  This study contributes to the literature on this topic by focusing on 

the effect of religious participation on happiness and, in particular, on the happiness 

of women.     

There is a relatively large literature on the determinants of happiness in 

economics and other disciplines. Frey (2008), Frey and Stulzer (2002), Layard (2005) 

and others provide useful surveys of some of the literature on happiness studies by 

economists. One of the key findings is that although economic growth and higher 

income buys some amount of happiness, the effect is either small or zero once a 

certain level of economic prosperity has been reached (Oswald, 1997). Recently, 

Powdthavee (2009) challenged this finding by showing that the effect of income on 

life satisfaction increased markedly when the endogeneity of income was taken into 

account. Some of the other determinants of happiness have been shown to be 

education (higher levels of education increase happiness), race (whites are happier 
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than blacks), family relationships, work (unemployment has a relatively large 

negative effect), health, personal freedom, community and friends, and personal 

values such as religious beliefs (also see Kahneman and Krueger, 2006; Stevenson 

and Wolfers, 2009). Blanchflower and Oswald (2007) show that age has a u-shaped 

effect on happiness.   

Another key finding in the happiness literature is that reported level of 

happiness has declined over the last quarter of a century in the United States, 

especially for white women (Blanchflower and Oswald, 2004). Stevenson and 

Wolfers (2009) show that the larger decline in reported happiness among women has 

eroded a gender gap in happiness in which women in the 1970s reported higher 

subjective well being than did men. In addition, they show that the larger decline in 

happiness among women is found across various datasets and measures of subjective 

well being. This decline in female happiness is paradoxical since by many objective 

measures the lives of women in the United States have improved during this period of 

time. Thus, it is extremely important to identify factors that might explain the 

paradoxical decline in female happiness in the last quarter century.  

Studies also indicate that there is a positive correlation between religious 

participation and happiness (Ellison, 1990; Kahneman and Krueger, 2006; Layard, 

2005; Okulicz-Kozaryn, 2009; Shehan, Bock, and Lee, 1990; Stevenson and Wolfers, 

2008). Some of the reasons why religious participation might affect happiness are the 

promise of rewards in an afterlife, spiritual and material rewards in this life, and 

benefits from group membership (Azzi and Ehrenhberg, 1975; Lehrer (forthcoming); 

Sacerdote and Glaeser, 2001). However, no study has shown that religious 

participation has a causal effect on happiness. Further, research by Azzi and 

Ehrenberg (1975), Barro and McCleary (2003), Gruber, 2005, and McCleary and 
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Barro (2006) indicate that religious participation is endogenous with various 

economic and demographic variables and thus is likely to be endogenous with 

happiness as well. Indeed, Frey (2008) makes the important point that many variables 

that are used to estimate happiness could be a result of happiness or correlated with 

determinants of happiness. This could be the case with estimates of religiosity on 

happiness, the focus of this study.  Obviously, the direction of the bias is ex ante 

ambiguous because it is not clear whether more or less happy individuals select into 

religious activities.    

In this paper, we explore how an exogenous increase in the opportunity cost of 

religious participation affects individuals' reported happiness with data from the 

General Social Survey (GSS). Following Gruber and Hungerman’s (2008) (hereafter 

GH) novel approach, we identify the exogenous shift in the cost of religious 

participation from the repeal of so-called blue laws which regulate commerce on 

Sundays. The logic is that when blue laws are repealed, individuals can choose 

secular activities, such as working or shopping, that were heretofore unavailable on 

Sundays. This increases the opportunity cost of religious participation and church 

attendance subsequently falls. While GH estimate the effect of repealing blue laws  on  

risky behavior by teenagers, we estimate the effect of blue law repeal on happiness. 

We also use repeal as an IV for church attendance and provide IV estimates of the 

effect of religious participation on happiness.   

The historical background on blue law repeal in the United States indicates 

that since the 1950s, different states repealed their blue laws in different years. 

Overall, the United States went from almost a total ban on entertainment, sports, and 

retail activities in the nineteenth century to almost no restrictions in the 1960s and 

1970s (McCrossen, 2000). The reasons for repeal varied by state and did not seem to 
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be a result of a decline in religiosity prior to repeal (Gruber and Hungerman, 2008). 

The main reason for blue law repeal was that they were found to be unconstitutional 

as a result of a Supreme Court ruling on what activities could be prohibited by a state 

(Gruber and Hungerman, 2008). Starting in the 1950s, orthodox Jews on the east coast 

who kept the Sabbath from sundown Friday until sundown on Saturday were arrested 

for violating blue laws.  This resulted in a number of court cases regarding their 

constitutionality.  In 1961, a number of Supreme Court rulings resulted in a finding 

that states could pass such laws only to protect the health and general welfare of their 

residents.  This had the effect of further eroding the power of the state to restrict 

Sunday activities. Other reasons for blue law repeal were actions by a key individual 

in a state or lobbying by regulated industries. Thus, historical evidence does not 

suggest that blue laws were repealed simply because of declining religiosity.1 

Formally, we deal with any concern regarding the exogeneity of repeal in the 

empirical section.  

We find that blue law repeal causes a significant decline in the level of 

religious participation of white women and in their happiness. We do not observe any 

significant decline in reported happiness for other groups whose religious 

participation was not significantly affected by the repeal. We provide strong evidence 

that both the decline in religious participation and happiness due to repeal are causal. 

We further show that the decline in happiness due to repeal is neither work-related nor 

related to the behavior of the respondent's teenage children. Finally, we provide IV 

estimates indicating that church attendance has a significant positive effect on 

happiness, especially among women. Moreover, we show that this factor (religious 

                                                 
1 For additional background information on blue laws in the US see Goos (2005), Laband and 
Heinbuch (1987), Gerber, Gruber and Hungerman (2008), and Gruber and Hungerman (2008).  
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participation) explains about one third of the "unexplained" decline in female 

happiness in the last twenty-five years. 

Our finding that blue law repeal caused a decline in religious participation is 

consistent with the economic approach to the allocation of time as developed by 

Becker (1976) and others: An increase in the opportunity cost of attending church (by 

reducing prohibitions on retail activity on Sundays) should result in lower levels of 

church attendance other things being equal and more shopping on Sundays.  Further, 

as the incentive to allocate less time to church and more time to other activities 

(shopping, work on Sundays, etc.) increases, there may be an even greater (social 

multiplier) effect on how households allocate their time (Becker and Murphy, 2000).  

We then discuss several explanations for why individuals reduced their 

frequency of religious participation for shopping if it makes them less happy, and why 

do they not return to the Church after realizing that they had been happier before? 

Although these findings seems somewhat surprising, they are  in line with other 

evidence from economic literature that indicates that individuals do not always choose 

the option that makes them happier (Frank, 1988; Gruber and Mullainathan, 2002; 

Laibson, 1997; O’Donogheu and Rabin, 1999; Offer, 2006; Thaler and Benartzi, 

2004; Thaler and Shefrin, 1981; Thaler and Sunstein, 2003 and 2009). Kahneman and 

Kruger (2006) and Kahneman and Thaler (2006) provide good reviews of this 

literature. Some possible reasons for this kind of behavior include problems of self 

control, having present-biased preferences, maximizing utility and not happiness 

(happiness is only one component in the utility function), and making errors in 

predicting future outcomes. We discuss these potential reasons for the decline in 

happiness in detail in section 4.  



 7

 The paper is organized as follows. Section 2 describes the data. The empirical 

analysis is presented in section 3. In section 4 we explore several explanations for our 

findings.  Conclusions are presented in Section 5. 

      

2. Data 

     The primary data source for this study is the National Opinion Research Center’s 

“General Social Survey’ (GSS).  The GSS is a cross-sectional national survey of 

individuals in the United States who are at least eighteen years old and live in a non-

institutional setting.  It has been undertaken either annually or biannually since 1972.  

The GSS has been one of the key data sources for research on happiness in the United 

States.   

     Following GH, we select respondents who either live in states where there was a 

discrete clear and significant change (repeal) in the prohibition of retail activity (so-

called blue laws) on Sundays for the 1973 to 1998 period or where there was no 

change at all. This approach leaves us with respondents from sixteen states: ten states 

with policy changes (Indiana, Minnesota, North Dakota, Tennessee, Texas, Virginia, 

and Vermont) and six states which serve as controls since policy did not change 

during this period (Florida, Iowa, Kansas, Ohio, Utah, and Washington).2  Data for 

the exact year blue laws changed in a state are excluded because it is not clear what 

effect they would have in the year of change. We also use data for Catholics and 

Protestants because they are more likely to attend church on Sundays.  Non-Christian 

                                                 
2 The time of repeal for each state is reported in Table 1 of Gruber and Hungerman (2008). GH 
mention the reasons for dropping the remaining states from the analysis: in some states, blue laws 
regulations were made at the county and city levels while our data are at the state level; in a few states 
they could not verify when blue laws were repealed; four states were dropped because there were too 
many exceptions to their laws; and there were seven states that did not have retail blue laws at any time 
during the period of our analysis. We re-estimated our central regressions adding these western states 
and found that they are similar to those presented here.  
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religions and respondents with no religion are excluded.  About 90% of the GSS 

sample is either Catholic or Protestant. 

     Our measure of religious participation is based upon a question in the GSS on 

church attendance.  Respondents were given nine possible responses to a question on 

their frequency of attending religious services.  The possible responses are never, less 

than once a year, about once a year, about once or twice a year, several times a year, 

about once a month, two to three times a month, nearly every week, every week, and 

several times a week.  The data indicate that respondents who have higher levels of 

attendance report that they are happier.  For example, respondents who attend 

religious services more than once a week are about twice as likely to say that they are 

very happy relative to respondents who never attend religious services (Table 1).   

     Other data that we use from the GSS includes household income, educational 

attainment (relative to high school graduate), male, black, Hispanic, age, age squared, 

marital status, religion, number of babies, pre-teenagers and teenagers in the 

household, living in one of the twelve largest metropolitan areas, living in one of the 

thirteenth to one hundred largest metropolitan areas (the type of residence variables 

are relative to areas outside of the one hundred largest metropolitan areas), and region 

(relative to south). The (real) income variable is derived from categorical data from 

the annual or biannual surveys of the GSS.  For this reason, some of the observations 

are “top coded.”  For the “top coded” values the GSS fits a Pareto curve to the upper 

end of the distribution and uses the mean of this interval (see Ligon, 1989).   

       Our key variable is a measure of happiness which has three categories: not happy, 

pretty happy and very happy. We dichotomized this variable into two categories (“not 

happy” versus at least “pretty happy”) because it is not clear whether “very happy” is 

significantly different from the answer “pretty happy.” For example, Kahneman and 
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Krueger (2006) note that respondents may interpret and respond to questions on 

subjective well-being differently.  One person may not use superlatives to indicate his 

level of happiness while another person might.  In the case of the former, the 

respondent might say that he is pretty happy while the other person might say he is 

very happy.  The response “pretty happy” for the first person could be equivalent to 

the response “very happy” for the second person.  For this reason, it is important to 

compare a response regarding level of happiness to a response that has a more clear 

meaning like not happy.3    

In addition, we also adjust for a set of state/year controls including percent 

African-American in a state, percent foreign-born in a state, inflation-adjusted per 

capita disposable income, and the rate of insured unemployment in a state.  Summary 

statistics for the data set are provided below (Table 2).         

 

3. Empirical Estimation 

3A. The repeal of blue laws and church attendance 

We begin by estimating the effect of repealing blue laws on church attendance. 

Following GH, we estimate a "difference in difference" equation of the form 

                                                 
3 Another reason we dichotomized the happiness measure is that multinomial logit and multinomial 
probit estimates were found to be non-ideal. For example, multinomial logit has the property of 
independence from irrelevant alternatives (IIA), which assumes that the relative probabilities of 
choosing between two alternatives are independent of the existence and attributes of any other 
alternative. We tested the validity of the IIA assumption using the Hausman and McFadden (1984) test 
and found that it was violated in many of our estimates. Similarly, there were problems with 
multinomial probit estimates. First, the estimates failed to converge for several sub-samples. Second, 
because our specification included both state and year fixed effects and also a time trend for each state, 
multinomial probit estimates as well as ordered probit estimates could be biased due to the incidental 
parameter problem (Neyman and Scott, 1948). Ignoring these econometric problems, the vast majority 
of the results with multinomial logit and multinomial probit indicated that repealing blue laws   
significantly affected the probability of being pretty happy relative to not happy but did not affect the 
probability of being very happy relative to pretty happy. In this case, one does not lose much 
information by dichotomizing the happiness measure to have only two categories which are "not 
happy" relative to "at least pretty happy". In fact, logit regressions are found to yield much cleaner 
results than ordered probit or ordered logit regressions. Ordered models did not provide a good fit since 
they have the assumption that the effect of x on the dependent variable is the same no matter where one 
dichotomizes the dependent variable. This assumption is far from being satisfied in our data.    
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 Aist = Repealst + Xist + Zst + Ss + Yt ,                                                                 (1) 

                              
where Aist is church attendance for individual i in state s at time t; Repealst is a dummy 

variable indicating whether blue laws were already repealed (repeal=1) in state s in 

year t; Xist is a set of individual controls; Zst is a set of state/year controls; Ss is a set of 

state fixed effects; and Yt is a set of time fixed effects. This specification allows us to 

test whether repealing blue laws causes a deviation from a state's mean of religious 

participation relative to other states at the same time. We report state clustered 

standard errors. Numbers are in bold when they are distinguishable from zero at the 

5% significance level.   

     The results presented in Column 1 of Table 4 indicate that there is a strong 

significant negative effect of repealing blue laws on church attendance. Repealing 

blue laws reduced attendance by almost a quarter index point. However, the causal 

interpretation of this finding relies on the assumption that conditional on the state and 

year fixed effects, which we include in all our estimations as part of our identification 

strategy, the repeal of blue laws is an exogenous event. We use several strategies to 

test this assumption.  

 First, to show that selection of the repeal variable on unobservables is at most 

a very minor issue, we measure the correlation between the repeal variable and our 

entire set of observed covariates conditional on state and year fixed effects. According 

to Altonji, Elder and Taber (2005), when the number of observed covariates is large 

enough, the amount of selection on observables can provide a guide to the amount of 

selection on unobservables. Column 3 of Table 3 reports the slope from a regression 

of the variables listed in the first column on repeal in models that also include state 

and year fixed effects, i.e., estimates of α1 in models such as  
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Xist = α0 + α1 Repealst +  β`Ss + µ`Yt       

 
where Xist  denotes the value of an observable individual covariate. We report state- 

clustered standard errors. The results show that the association between the repeal 

variable and the observed covariates is weak. Except for church attendance, none of 

the nineteen individual-level covariates is significantly correlated with the repeal 

variable at the 5% significance level. Four variables are significant at the 10% level 

(marital status, number of babies, number of preteens and living in one of the 12 

largest metropolitan areas). 

      Similarly, for comparison purposes, we also assess the amount of selection on 

church attendance (our key endogenous variable). In stark contrast, the amount of 

selection on church attendance is substantially larger (Column 2 of Table 3). Eleven 

covariates were significantly associated with church attendance at the 5% significance 

level. The negligible amount of selection that we found on repeal suggests that 

selection on unobserved individual characteristics is not a major issue. The four 

bottom lines of this column report similar results where the dependent variable is a 

state-level characteristic. That is, α1 is estimated in the form 

 
Zst = α0 + α1 Repealst +  β`Ss + µ`Yt   . 

 
Again, none of the four state-level covariates is significantly correlated with the 

repeal variable at the 5% level. Since the number of state-level covariates is small, the 

amount of selection on observed state covariates cannot provide an indication of the 

amount of selection on unobserved state covariates. Fortunately, in a paper by Price 

and Yandle (1987) it is observed that the presence of blue laws is not significantly 

correlated with a large number of state covariates such as the political makeup of a 
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state, the fraction of women in the labor force, the strength of  labor unions and other 

state socioeconomic covariates. Thus, our results and their results both suggest that 

selection on unobserved state covariates is negligible.  

 We show that it is not likely that anything else caused a decline in church 

attendance when blue laws were repealed by focusing on a narrow interval (+2 and -2 

years) around the year of the repeal and estimating univariate regressions of each of 

our covariates on the repeal variable. The results presented in Column 4 of Table 3 

indicate that except for church attendance which declined significantly when blue 

laws were repealed, none of our 19 individual level covariates and 4 state-level 

covariates is found to be significantly associated with the repeal variable.   

 Following GH, we also show that there was no downward trend in church 

attendance at the same time of repeal.   We do this by adding to the basic specification 

that includes state fixed effects and year fixed effects, state-specific linear time 

trends.4  These additional controls help us capture any reduction in church attendance 

over time within states that repealed blue laws. The results of this specification 

indicate that when state-specific time trends are added to the equation the estimated 

effect of blue laws on church attendance is only strengthened (Column 2 of Table 4).   

We additionally rule out the possibility that blue laws are picking up a 

preexisting reduction in the demand for attending church (and an increase in demand 

for secular activities) by adding to the basic specification a placebo dummy variable 

that indicates two years before blue laws were repealed. If this dummy is negative and 

significant it would indicate that church attendance was declining prior to the repeal 

of blue laws and not as a result of it. The results indicate that the placebo dummy is 

                                                 
4 When we tried to add a quadratic time trend we found that all the state fixed effects were dropped due 
to collinearity.  
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insignificant (Column 3 of Table 4). Further, the estimated effect of repeal on church 

attendance is even stronger than in the basic specification.5  

Another possible issue with the validity of our identification strategy is that 

another regional event occurred at the same time as repeal that also reduced church 

attendance. To rule out this possibility, we run the basic equation replacing the repeal 

variable with a placebo that gives the repeal dummy to a nearest state. The results 

indicate that if there were other events at the time of repeal, they only increased 

church attendance rather than decreased it (Column 4 of Table 4). Similarly, it could 

be the case that there was another event that influenced only states of a given size (for 

example an event that influenced only small states or big states). To rule this 

possibility out, we estimate the basic equation replacing the repeal variable with a 

placebo that gives the repeal dummy to a state with the most similar population size. 

The results again indicate that the placebo is not significant (Column 5 of Table 4).  

Finally, we also run a permutation test in order to rule out the possibility that 

the driving force in the decline in church attendance is not the repeal of blue laws but 

rather another event. This test is designed to determine whether the estimated effect of 

the repeal variable is significantly more negative than the effect on church attendance 

of a placebo that randomly assigns a year of repeal to each state so that we can reject 

the null Hypothesis H0 that b(repeal) = b(placebo). The test is as follow. First, we 

randomly assign a placebo year of repeal between 1955 and 1991 to each of our states 

(the earliest and the latest years of repeal in our data) and re-estimate the basic 

equation replacing the repeal variable with the placebo variable. We iterate this 

procedure 10,000 times. The one-sided p-value of this test is calculated as the 

                                                 
5 This placebo equals one only in the two year before the repeal and returns to be zero after the year of 
repeal. We also performed a somewhat different test for reverse causality. We took only the 
observations before the year of repeal and estimated the basic equation replacing the repeal variable 
with a placebo for the two years prior repeal. Again, the placebo was found to be insignificant. 
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proportion of permutations where the coefficient of the placebo on church attendance 

is equal to or lower than -0.209 (the coefficient of the repeal variable on church 

attendance reported in Column 1 of Table 4). The permutation test rejects the null 

hypothesis that the coefficient of the placebo equals the coefficient of the repeal at the 

5% level. It is noteworthy to mention that GH provide an additional indication that it 

is not other factors that reduces church attendance. They show that there is a negative 

effect of repeal on being a member of church groups, but no effect on other groups 

such as fraternal orders, political clubs, sport clubs and hobby clubs. If there is an 

omitted factor that reduces church attendance, it is likely to affect other types of social 

participation as well.  Thus, we have very strong evidence that conditional on year 

and state fixed effects the repeal variable is an exogenous event.      

Table 5 reports on the effect of repeal on church attendance by gender. It 

shows that while the repeal coefficient is negative for both males and females in all 

three specifications, it is significant at the 5% level for females and not significant for 

males. Table 6 indicates that the largest decline in church attendance is for white 

women.  The coefficient for the other groups is negative but insignificant.  

 

 
3B. Blue laws, religiosity and happiness 
 
     First, we present estimates from naïve logit regressions of the effect of church 

attendance on happiness for the full sample and by gender. The results indicate that in 

all of the estimates church attendance has a substantial and very significant positive 

effect on happiness (Table 7). For the full sample, a one index point increase in 

church attendance is associated with a 10.7% increase in the odds ratio of being at 

least pretty happy relative to not happy. This is a sizeable effect: an increase in church 

attendance from "never" to "every week" has almost the same effect on happiness as 



 15

the effect of being married relative to not married. Columns 2 and 3 of Table 7 

present similar logit estimates by gender. These estimates indicate that church 

attendance always has a very significant positive effect on happiness among both men 

and women. In addition, this effect is found to be larger for males than for females. 

Similarly, Columns 4-6 report results from linear probability models, which produce 

similar marginal effects.    

Estimating the effect of repealing blue laws on happiness can shed light on the 

effect of religious participation on happiness. If religious participation indeed 

increases happiness, the repeal of blue laws may lead to a decline in happiness among 

those whose religious participation has fallen. A logit estimate of the effect of the 

repeal on happiness is presented below (Column 1 of Table 8).  This estimate takes 

the following form:  

 
 Hist = Repealst + Xist + Zst + Ss + Yt ,                                                            (2) 

   
 where Hist is our happiness measure for individual i in state s and time t. The other 

variables are as reported in equation (1). The results show that the effect of repeal on 

happiness is negative and almost significant at the 5% level. The repeal of blue laws 

decreases the odds ratio of being at least pretty happy relative to not happy by about 

17%. This is half as large as the effect of not finishing high school (relative to 

finishing high school) on happiness.  

 As we mentioned in note 2, the happiness measure originally had three 

categories "very happy" "somewhat happy" and "not happy". We decided to 

dichotomize this happiness measure to two categories (“not happy” relative to at least 

“somewhat happy”). Alternatively, we could choose to dichotomize it differently and  

have two other categories (“very happy” relative to “somewhat happy” and “not 
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happy”. We chose our dichotomization based upon the vast majority of results with 

multinomial logit and multinomial probit indicating that repealing blue laws 

significantly affected the probability of being “pretty happy” relative to “not happy.” 

It did not affect the probability of being “very happy” relative to “pretty happy.”  In 

Column 2, we present the effect of blue law repeal on happiness when the other 

dichotomization is used. It indicates that the size of the repeal coefficient declines by 

more than 50% and becomes statistically insignificant. This finding provides further 

evidence that our original dichotomization is more appropriate.   

     A regression in which linear time trends for each state are included indicates that 

this addition to the regression only strengthen the effect of repealing blue laws on 

happiness (Column 3 of Table 8). A third specification that adds a placebo dummy to 

the estimation to capture preexisting declines in happiness indicates that the placebo 

dummy is not significant while the repeal dummy still has a significant negative effect  

on  happiness (Column 4 of Table 8).6 A specification with a placebo that gives the 

repeal dummy to a nearest state also indicates that the placebo is very insignificant 

(Column 5 of Table 8). Similarly, a specification with a placebo that gives the repeal 

variable to a state with the most similar population size indicates that the placebo is 

positive and significant at the 10% level (Column 6 of Table 8). This implies that if 

there was any event at the same time of repeal that influenced only states of a given 

size, it only increased the level of happiness. Taken together, we have strong evidence 

that the decline in happiness due to the blue law repeal is causal.  

  If repealing blue laws decreases happiness through its negative effect on 

religious participation, the effect should be stronger for women whose religious 

participation has fallen more sharply and more significantly. Also, for the same 
                                                 
6 We also used a somewhat different test for reverse causality. We took only the observations before 
the year of repeal and estimated the basic equation replacing the repeal variable with a placebo for the 
two years prior repeal. Again, the placebo was found to be insignificant. 
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reason, the effect should be stronger for white women than for black women. The 

results by gender are reported below (Table 9). We do not observe any significant 

decline in happiness in any of our three specifications for men.  However, for women 

all three specifications indicate a significant decrease in happiness.7 Also, a 

permutation test (with 10,000 permutations) that the effect of a placebo that randomly 

assigns a year of repeal to each state equals the effect of the real repeal variable on 

happiness is rejected at less than the 2% significance level for women, but only at the 

12% level for the general sample that includes men. In addition, a significant decline 

in happiness is observed only among white women (Table 10). 8   

These results are very interesting since both Blanchflower and Oswald (2004) 

and Stevenson and Wolfers (2009) show that declines in happiness during the last 

three decades has been larger for women than for men. Blanchflower and Oswald 

(2004) also find that the largest decline in happiness was among white women. 

Stevenson and Wolfers note that the larger decline in happiness for women is a 

paradox because the economic status of women in the United States has improved 

during this period of time. Our finding that the effect of blue law repeal on happiness 

is larger for women than for men identifies one factor that might explain this 

                                                 
7 We also estimated the effect of blue law repeal on happiness when the other dichotomization is used. 
It indicates that the size of the repeal coefficient declines substantially to -0.095 and becomes 
statistically insignificant. This finding provides further evidence that our original dichotomization is 
more appropriate. 
8 Similarly, if blue law repeal reduces happiness only through its negative effect on church attendance 
it should only affect church attendees. Separate results for attendees and non-attendees support our 
predictions: While the repeal dummy is positive and insignificant for non-attendees it is negative and 
significant for attendees. Also, the effect of repeal on happiness is negative and highly significant for 
women who attended church and positive and insignificant for those who did not attend. We must note 
,though, that since church attendance is measured at the year of the survey, it is possible that many 
attendees might have become non-attendees as a result of the repeal of blue laws, in which  case 
breaking the results by attendance is problematic. This problem become somewhat less of an issue 
since as indicated by GH with the same data (page 844) , repealing blue laws had no effect on the "not 
attending at all" category, implying that blue laws did not cause individuals to drop out of church-going 
but rather to go less.   
  



 18

paradoxical decline in female happiness. It also explains why the decline in happiness 

was larger for white women than for black women.  

 Finally, we show that our estimated repeal effects on church attendance and 

happiness are not likely to be biased because of omitted individual or state 

characteristics. We re-estimate the model for the whole sample without individual and 

state controls. The results indicate that the significant negative effects of repeal on 

church attendance and happiness are not sensitive to the inclusion of individual and 

state controls (Table 11).       

It is possible that the decline that we observe in reported happiness among 

females is driven by the blue law repeal in a particular state. We treat this concern by 

checking the robustness of our repeal estimates if one state is excluded. We find that 

the negative effect of repeal on happiness among females is very robust to the 

exclusion of one state at a time (Table 12).  For example, for the basic specification, 

while the coefficient of repeal on happiness is -0.47 (when all states are included), the 

coefficient ranges from -0.40 to-0.59 and remains significant at the 5% level. It is also 

the case with the state-specific time trend specification. While the coefficient of 

repeal on happiness is -0.56 (when all states are included), the coefficient ranges from 

-0.49 to -0.79 and remains significant at the 5% level.  

To further support our argument that both the decline in religious participation 

and happiness are causal we also focus on a discontinuity sample of two years before 

the year of repeal to two years after it. The results, reported in Table 13, indicate that 

religious participation declined significantly (at the 5% level) after the repeal. 

Similarly, the decline in reported happiness is significant at the 7.2% and 6% level for 

the entire sample and for females, respectively.  
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3C. Instrumental variable estimates of the effect of religious participation on 

happiness 

     We have provided indirect evidence that blue law repeal reduced happiness 

through its effect on church attendance. We next want to present direct evidence that 

church attendance has a positive causal effect on happiness by using the repeal of blue 

laws as an instrumental variable for church attendance.  

Although we showed that the decline in religious participation due to the 

repeal of blue laws is convincingly exogenous, it does not necessarily follow that  the 

repeal variable is a valid instrumental variable for religious participation. For validity, 

it should affect happiness only through religious participation. Although repeal may 

affect happiness through several other channels, we show that the effect of repeal 

through other channels is negligible and not a major concern.  

First, it is possible that repeal caused a decline in happiness because 

respondents had to start working on Sundays once blue laws were repealed. Survey 

data indeed indicate that retail employees do not like to work on Sundays (Martin and 

Wittmer, 2009). We rule out this possibility by performing three tests. First, we 

provide separate results for workers and non-workers. If part of the reduction in 

happiness is through working on Sunday, we should observe a larger decline in 

happiness for workers than for non-workers. Table 14 indicates that this is not the 

case. The reduction in happiness for non-workers is even larger than for the 

population in general (Columns 1 and 2). Also, the reduction in happiness is similar 

for working and non-working women (Columns 3 and 4). Second, if happiness 

declined because of working on Sunday, we might observe a decline in job 

satisfaction and an increase in number of weekly hours worked once blue laws were 
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repealed. Table 15 reports the effect of repeal on job satisfaction as well as on number 

of hours worked. The results are reported for the entire sample and for women. Job 

satisfaction is measured categorically with higher values indicating lower levels of 

satisfaction.  We find that neither job satisfaction nor hours worked were significantly 

affected by repeal.  We also focus on a discontinuity sample of two years before the 

year of repeal to two years after it. The results, reported in Table 13, indicate that 

neither job satisfaction nor weekly hours worked changed significantly after repeal. 

However, we are not able to observe whether respondents were required to work on 

Sundays.  Data in the GSS are not available on this.   

 Second, it is possible that repeal caused a decline in individuals' reported 

happiness, regardless of their level of church attendance. For example, respondents’ 

teenage children no longer want to go to church with their family. Thus, church going 

loses its value as an activity that gathers all of the family together. Similarly, it could 

be the case that parents are less happy because after repeal their children are more 

frequently engaged in risky behavior (Gruber and Hungerman, 2008) or because they 

"hang out" at malls too often. If the decline in happiness is related to the behavior of 

the respondent's teenage children we should observe a larger decline in happiness for 

women with a larger number of teenage children. To test this possibility, we added to 

the basic specification an interaction term between the repeal variable and the 

respondent's number of teenage children. The results, reported in Table 16, indicate 

that the interaction term is insignificant and also has a positive sign rather than a 

negative one. This implies that the decline in happiness is not larger among 

respondents with more teenage children.    

 Third, one might argue that respondents may become less happy after repeal, 

regardless of their level of church attendance, because Sunday loses its spiritual 
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meaning and become less special when malls are open and people can work on 

Sundays. That is, there might be a negative externality from making Sunday less a day 

of rest.  Although we cannot rule out this possibility completely, our evidence 

indicates that this explanation for the decline in happiness is not  likely. If this were 

the case, it is quite likely that we might have been able to show a decline in happiness 

for men as well.   

 Further, we argue that the effect of repeal on happiness through other channels 

seems to be negligible since we observe a significant decline in happiness only among 

those groups who reduced their church attendance significantly after repeal. For 

example, a significant decline in happiness is found among women and not among 

men who did not significantly reduce their level of church attendance after repeal. 

Similarly, a significant decline in happiness is found only for white women and not 

for black women who did not significantly reduce their church attendance. In 

addition, as mentioned in note 2, while we observe a significant effect of repeal on 

happiness for attendees, we do not observe any significant effect for non-attendees. 

Also, the effect of repeal on happiness is negative and highly significant for women 

who attended church and positive and insignificant for those who did not attend. 

These are additional indications that the effect of repeal on happiness works through 

the decline in religious participation.  

        Column 1 of Table 17 reports instrumental variable (IV) estimates of our basic 

specification. The results indicate that church attendance has a substantial positive 

effect on happiness. A one unit increase in the church attendance index increases the 

probability of being at least pretty happy relative to not happy by more than 7 

percentage points. A limitation of this estimate is that although the repeal dummy is 

significant in the first stage (Table 3), the F-statistic on the excluded instrument only 
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passes the least strict test required by Stock and Yogo (2005) for the instrument not to 

be considered weak. Consequently, inferences about the significance of the causal 

effect of church attendance on happiness might not be reliably based on conventional 

t-statistics. Therefore, to test the significance of the causal effect of church attendance 

on happiness we use the Anderson and Rubin (1949) test. This test is robust to weak 

instruments and also takes into account the clustered structure of our data. The results 

indicate that church attendance is almost significant at the 10% level.  

      When state specific time trends are added to the estimate, the magnitude of the 

effect of church attendance on happiness slightly decreases (Column 2 of Table 17), 

but the causal effect of church attendance on happiness becomes significant at the 5% 

level (according to the AR test). Thus, although the instruments are not as strong as 

one might like, the AR test indicates that they are strong enough to provide significant 

results. The effect of church attendance on happiness remains significant at the 5% 

level also when a placebo dummy is added to the basic specification (Column 3 of 

Table 17).  

 We also re-estimated the model without individual and state controls to show 

that the significant effect of church attendance on happiness is not sensitive to omitted 

individual or state characteristics. The results, reported in Column 4 of Table 17, 

indicate a slightly stronger effect of church attendance on happiness.  We also report 

IV estimates among females. We cannot provide IV estimate for men since blue law 

repeal (our instrument) is not powerful enough in explaining religious participation 

for men (see Table 5). The results, reported in Column 5 of Table 17, indicate that the 

effect of church attendance on happiness for females is much larger and more 

significant than in the whole population. This finding is consistent with the higher rate 

of church attendance by women. Our results thus provide strong evidence that church 
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attendance has a positive causal effect on happiness, especially among women. The 

magnitude of the church attendance effect on happiness is larger in the IV estimates of 

religious activity. For example, an adverse event might have a negative effect on 

happiness and a positive effect on church attendance.9  

     Eight western states that never had blue laws (Arizona, California, Colorado, 

Idaho, Nevada, New Mexico, Oregon, and Wyoming) were excluded from the 

analysis.  GH also excluded these states.  Their results did not change markedly when 

these states were included.  We also re-estimated our models including the western 

states.  Most of the results were the same when the western states were included.  

However, there were a few small differences although our key results did not change 

in any important way.  The negative effect of repeal on the happiness of women was 

still very strong.   

 

 

4. Possible explanations           

     In this section, we discuss several explanations why church attendees who derive 

more satisfaction from religious participation than from shopping did not continue to 

attend church at the same rate after blue laws were repealed. In addition, we discuss 

why they did not return to church if this made them happier? Although these findings 

are somewhat surprising, they are in line with other evidence from research 

indicating that individuals do not always choose the option that makes them happier 

for several possible reasons.  

                                                 
9 It is noteworthy that our estimation strategy allows us to identify the effect of religiosity on happiness 

relative to shopping. A different policy change, such as one that outlawed religious participation, might 

involve a different tradeoff and thus lead to a different estimated happiness effect.  
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First, economic theory suggests that people maximize their utility and not their 

happiness. Happiness should be viewed as one component in the utility function 

rather than utility itself. That is, individuals do not necessarily choose to do things that 

make them happier but rather may rationally choose to sacrifice their happiness for 

other behavior that gives them greater utility (Becker, 2010). In fact, Kimball and 

Willis (2006) note that happiness is not necessarily a good thing “if something more 

important is sacrificed in order to obtain that happiness.” This explanation makes 

sense in our context if individuals choose shopping over religious participation not as 

an entertainment but rather because they view shopping as something necessary for 

the functioning of the household. 

 Second, Kahneman (1999) and Kahneman and Thaler (2006) suggest that 

although individuals maximize “decision utility” they do not always maximize 

“experienced utility”. That is, at the time of the decision they can only predict how 

much utility they are going to derive from each choice option and sometimes they  

make errors in predicting future utility. According to Kahneman and Thaler (2006), 

this is more likely to happen when the decision maker is unfamiliar with the 

experience he faces or when the temporal gap between the time of the decision and 

the time of consumption is long. For example, if an individual thinks that he would be  

happy if he marries someone  with certain attributes, it does not necessary follow that 

he would actually become happy in practice. On the other hand, as Kahneman 

mention, people are rarely surprised by the taste of the second spoonful from a bowl 

of soup because they are already familiar with this taste. We argue that in our case the 

explanation of making an error in predicting future utility it is less likely. Unlike 

certain decisions, such as signing a three year cell-phone contract, the 

attendance/shopping decision is familiar to the decision maker. Furthermore, this 
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decision is reversible in the sense that after a month one can choose to go back to 

church. Since one makes the decision Sunday after Sunday, it makes sense that one 

would learn in the long run about the best decision. In addition, individuals who made 

a mistake by reducing their church attendance for shopping are likely to correct the 

mistake if they notice them less happy due to the switch from religious participation 

to shopping. It does not make sense that individuals do not notice that religious 

participation makes them happier when they make the same decision every week. 

      We provide further evidence on this by selecting observations after repeal and 

running a regression of religious participation on number of years after repeal, 

controlling for our entire set of control covariates. If people left the church because 

they made a mistake we should observe a learning process according to which people 

return to the church as time passes after repeal.   However, the results presented in 

Table 18 indicate that the coefficient of years after the repeal is insignificant and for 

women it is also negative rather than positive. Thus, we do not observe any learning 

process as time passes after repeal. However, it could be the case that the learning 

process is slow and imperfect and that distorted decisions might be preserved over 

time, especially regarding goods and activities that have intrinsic characteristics like 

religion (Frey, 2008).   

 Third, research shows that individuals might not choose the best option 

because of problems of self control. In our case, it is possible that individuals did not 

return to attending church as much even after they noticed that they were happier 

before because shopping like watching TV or smoking cigarettes is addictive and 

provides higher immediate satisfaction than religious participation. Consequently, 

individuals may choose this activity even if they know that in the long run they will 

become less happy because they cannot control their impulse to go shopping. There 
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are several such examples in the economic literature. One relevant example is the case 

of watching television.  In the United States and Europe the average person spends 

several hours per day watching TV.  Layard (2005), Frey (2008), and others provide 

evidence that watching TV reduces happiness.  Some of the evidence that they present 

is experimental where access to TV was introduced into areas that did not previously 

have it.  Frey argues that TV watching represents a self-control problem where the 

benefits are immediate while the costs are in the future.  This could also be the case in 

our study where the benefits from activities that are a result of repeal (e.g., shopping) 

are immediate while the costs from reduced church attendance are in the future.  Frey 

(2008) further notes that individuals tend to underestimate the utility that they receive 

from activities with strong intrinsic attributes  like time spent in family and (in our 

case) church-related activities while they overestimate the utility that they receive 

from goods and activities that have strong extrinsic attributes like most consumer 

goods.  He further argues that distorted decisions tend to be preserved over time 

because there is “little or no learning” about the utility of their actions.  

 Finally, another explanation for why people choose to reduce church 

attendance for shopping even if it makes them less happy is that they have present 

biased preferences. Shopping like watching TV and smoking cigarettes provide high 

immediate satisfaction. However, this satisfaction remains only at the time of 

consumption and certainly not much longer than that. On the other hand, satisfaction 

from religious participation might not be immediate. Instead, in requires persistence 

over a period of time. Thus, the choice between shopping and religious participation 

might be between immediate lower satisfaction and longer run higher satisfaction. If 

respondents have present biased preferences they discount the future highly and 
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therefore they may prefer the lower immediate satisfaction from shopping over the 

larger future satisfaction from religious participation.         

The literature indicates that broadening the choice set of economic agents or 

lifting a constraint from their choice set does not necessarily imply an increase in their 

utility or their happiness.  Thaler and Sunstein (2009) provide many examples of this. 

For example, guests at a dinner party might prefer not to have the option of eating 

more cashew nuts before dinner. Also, they show that a Swedish plan that provided 

more choice options for pensions resulted in poorer choices.  The reason for this was 

that people were not given adequate help to make good choices.  This was also the 

case in the expansion of health care benefits in the United States: They were given too 

many choices and not enough assistance in evaluating the alternatives.  

Similarly, imposing new constraints on an agent’s choice set does not 

necessarily imply a decrease in their utility as one would expect according to the 

traditional rational choice model. For example, in a related study on happiness, 

Gruber and Mullainathan (2005) find that cigarette taxes seem to make smokers 

happier because at least some smokers have a problem of self-control. Once again, 

Thaler and Sunstein (2009) provide many additional examples.  For example, some 

states try to help individuals with a gambling addition by letting them place their 

name on a list that bans them from casinos.  Also, Thaler and Shefrin (1981) and 

Thaler and Benartzi (2004) show that because individuals lack self-control they need 

help in making decisions regarding savings. Finally, Frank (1999) and Layard (2005) 

argue that higher income results in competitive pressures to acquire a higher status in 

consumption relative to others.  This results in a continual escalation in consumption 

standards that damages well-being.   
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5. Summary and concluding remarks 

     One of the shortcomings in the literature on happiness is that there is paucity of 

empirical evidence on whether there is a causal relationship between many of the 

correlates of happiness and measures of happiness.  The results of this study provide 

support for a causal relationship between one of these correlates—religious 

participation—and happiness. We show that for women the repeal of blue laws has a 

causal negative effect on religious participation and a negative effect on happiness. 

We also provide direct evidence that religious participation has a positive direct 

causal effect on happiness using repeal as an IV for church attendance. Our results 

thus identify one factor that might have contributed to declining female happiness in 

the United States over time as indicated by Blanchflower and Oswald (2004) and 

Stevenson and Wolfers (2009).  

       As an additional indication that religious participation explains an important 

part of the decline in female happiness, we run happiness on a time trend with and 

without religious participation controlling for our entire set of control covariates. The 

results are summarized in Table 19. Column 1 indicates that if religious participation 

is not included in the regression, the probability of a woman with given characteristics 

is very happy or somewhat happy (relative to not happy) decreases significantly every 

year by 0.9 percentage points. However, when we include religious participation in 

the estimate and instrument for it using repeal (Column 2), we observe that religious 

participation is significant at the 5% level and the decline over time is reduced to 0.6 

percentage points per year, and becomes insignificant. That is, when religiosity is 

added to the equation we find that the probability of a woman with given 

characteristics to be at least somewhat happy relative to not happy did not decrease 

significantly over time. This indicates declines in religious participation by women is 
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one important factor that might explain  declines in female happiness both absolutely 

and relative to men over the quarter century that we examined (1973-1998).10  

Identifying the causal effect of other determinants of happiness and checking whether 

they can explain changes in happiness over time is an avenue for future research on 

this topic.   
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Table 1 

Happiness and Religious Participation 

 

Religious Services 

Attendance 

Very Happy Pretty Happy Not Happy 

Never 26.1% 56.5% 17.4% 

Less Than 1/Year 26.5% 59.5% 14.0% 

Once/Year 28.3% 59.6% 12.2% 

2-3 Times/Year 29.1% 58.5% 12.4% 

Once/Month 30.7% 58.0% 11.3% 

2-3 Times/Month 31.8% 56.3% 11.9% 

Nearly Weekly 35.9% 55.1% 9.0% 

Weekly 39.4% 51.9% 8.7% 

More Than 

Once/Week 

46.7% 44.4% 8.9% 

All 32.8% 55.4% 11.8% 

 

Source: National Opinion Research Center, “General Social Survey: 1972-2004.” 
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Table 2. Summary statistics 

Max Min Standard 
DeviationMean Variable 

1 0 0.31 0.89 Happy 

8 0 2.57 4.38 Church attendance 

1 0 0.39 0.81 Repeal 

5 0 0.60 0.26 Number of babies 

6 0 0.69 0.31 Number of preteens 

5 0 0.59 0.25 Number of teens 

162.610 24.53 26.27 Income (000$) 

1 0 0.49 0.42 Gender (male=1) 

1 0 0.38 0.17 College Graduate 

1 0 0.41 0.21 Some college 

1 0 0.44 0.27 High school dropout 

89 18 17.85 46.14 Age (years) 

1 0 0.30 0.10 African-American 

1 0 0.17 0.03 Hispanic 

1 0 0.42 0.24 Catholic 

1 0 0.48 0.38 Fundamentalist 

1 0 0.29 0.09 Dummy for living in one of the twelve 
largest metropolitan areas 

1 0 0.46 0.32 Dummy for living in one of the thirteenth to 
one hundredth metropolitan areas 

1 0 0.22 0.05 West 

1 0 0.34 0.14 East 

1 0 0.47 0.33 North 

1 0 0.49 0.60 Married 

29.09 4.03 6.52 15.30 State disposable income per capita (000$)

8.4 0.7 1.39 2.50 State rate of insured unemployment 

30.37 0.39 6.33 10.97 State percent black 

15.94 0.66 3.77 4.78 State Percent foreign born  
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Table 3. Univariate regressions of each of our covariates on church attendance 
and the repeal variable  

 
Univariate 

regressions on 
church attendance

Univariate regressions on the 
repeal variable 

 Full sample Full sample 
+/-2 

Discontinuity 
sample  

Church attendance - -0.212 
(0.084) 

-0.420 
(0.110) 

Income (000$) 0.432 
(0.108) 

-2.242 
(1.674) 

0.254 
(1.540) 

Gender (male=1) -0.024 
(0.001) 

0.014 
(0.015) 

-0.004 
(0.020) 

College Graduate 0.015 
(0.002) 

0.024 
(0.020) 

0.006 
(0.015) 

Some college 0.003 
(0.001) 

-0.026 
(0.016) 

-0.016 
(0.019) 

High school dropout -0.016 
(0.002) 

0.013 
(0.018) 

0.004 
(0.022) 

Age (years) 0.862 
(0.130) 

0.247 
(1.240) 

0.498 
(1.501) 

African-American 0.008 
(0.002) 

-0.003 
(0.021) 

0.021 
(0.019) 

Hispanic 0.001 
(0.000) 

-0.012 
(0.010) 

-0.002 
(0.017) 

Babies  0.001 
(0.002) 

-0.060 
(0.031) 

-0.057 
(0.034) 

Pre-teens 0.010 
(0.003) 

-0.077 
(0.040) 

-0.060 
(0.045) 

Teens 0.004 
(0.003) 

-0.030 
(0.022) 

-0.022 
(0.049) 

Catholic 0.012 
(0.005) 

-0.043 
(0.027) 

-0.049 
(0.029) 

Fundamentalist 0.012 
(0.003) 

0.027 
(0.028) 

0.074 
(0.051) 

Dummy for living in one of the 
twelve largest metropolitan areas 

-0.000 
(0.001) 

0.090 
(0.049) 

-0.007 
(0.016) 

Dummy for living in one of the 
thirteenth to one hundredth 

-0.005 
(0.003) 

-0.169 
(0.098) 

0.071 
(0.050) 

West -0.000 
(0.000) 

0.000 
(0.000) - 

East -0.000 
(0.000) 

-0.000 
(0.002) 

-0.143 
(0.121) 

North -0.000 
(0.000) 

0.011 
(0.007) 

0.122 
(0.183) 

Married 0.016 
(0.003) 

-0.060 
(0.031) 

-0.009 
(0.030) 

State disposable income per capita 

(000$) 
-0.001 
(0.003) 

-0.549 
(0.370) 

0.510 
(1.379) 

State rate of insured unemployment 0.001 
(0.002) 

0.172 
(0.440) 

-0.051 
(0.558) 

State percent black -0.000 
(0.001) 

-0.171 
(0.279) 

1.501 
(1.037) 

State Percent foreign born  0.003 
(0.002) 

0.264 
(1.017) 

0.060 
(0.271) 
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Table 4. OLS estimates of the effect of blue law repeal on church attendance.  

Whole sample  

(5) (4) (3) (2) (1)  

Placebo 
population 

Placebo 
region 

Placebo 
year Time trend Basic  

  -0.265 
(0.139) 

-0.284 
(0.123) 

-0.209 
(0.083) 

Repeal dummy 
(state clusters) 

-0.033 
(0.110) 

0.187 
(0.070) 

-0.117 
(0.156)   Placebo dummy 

(state clusters) 
Yes Yes Yes Yes Yes Individual Controls 

Yes Yes Yes Yes Yes State dummies 

Yes Yes Yes Yes Yes Year dummies 

No No No Yes No Time Trends 

10,980 10,980 10,980 10,980 10,980 Observations 

0.13 0.13 0.13 0.13 0.13 R squared  
 
 
Notes: Clustered t-statistics in parentheses. Individual controls include income, age, age squared, race, 
ethnicity, gender, educational attainment, marital status, religion (Catholic, Fundamentalist), region 
dummies (west, east and north), a dummy for living in one of the twelve largest metropolitan areas, a 
dummy for living in one of the thirteenth to one hundredth metropolitan areas and income missing.  All 
regressions include the following state-year variables: state percent African-Americans, state percent 
foreign born, state disposable income per capita. For each state, we omitted the observations in the year 
the blue laws were repealed. 
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Table 5. OLS estimates of the effect of blue law repeal on church attendance 
by gender  

Males Females  

Placebo 
year 

Time 
trend Basic Placebo 

year 
Time 
trend Basic  

-0.304 
(0.184) 

-0.284 
(0.211) 

-0.166 
(0.124) 

-0.274 
(0.124) 

-0.299 
(0.123) 

-0.265 
(0.079) 

Repeal dummy 
(state clusters) 

-0.291 
(0.168)   - 0.019 

(0.182)   Placebo dummy 
(state clusters) 

Yes Yes Yes Yes Yes Yes Individual Controls 

Yes Yes Yes Yes Yes Yes State dummies 

Yes Yes Yes Yes Yes Yes Year dummies 

No Yes No No Yes No Time Trends 

4,611 4,611 4,611 6,369 6,369 6,369 Observations 

0.14 0.14 0.14 0.12 0.12 0.12 R squared  
 
 
Notes: Clustered t-statistics in parentheses. Individual controls include income, age, age squared, race, 
ethnicity, gender, educational attainment, marital status, religion (Catholic, Fundamentalist), region 
dummies (west, east and north), a dummy for living in one of the twelve largest metropolitan areas, a 
dummy for living in one of the thirteenth to one hundredth metropolitan areas and income missing.  All 
regressions include the following state-year variables: state percent African-Americans, state percent 
foreign born, state disposable income per capita. For each state, we omitted the observations in the year 
the blue laws were repealed. 
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Table 6. OLS estimates of the effect of Blue Laws' repeal on church 
attendance by gender and race   

Males Females   

Black White Black White  

-0.502 
(0.376) 

-0.155 
(0.131) 

-0.171 
(0.359) 

-0.265 
(0.081) 

Repeal dummy 
(state clusters) 

Yes Yes Yes Yes Individual Controls 

Yes Yes Yes Yes State dummies 

Yes Yes Yes Yes Year dummies 

404 4,207 721 5,648 Observations 

0.14 0.15 0.17 0.12 R squared  
 
 
Notes: Clustered t-statistics in parentheses. Individual controls include income, age, age squared, race, 
ethnicity, gender, educational attainment, marital status, religion (Catholic, Fundamentalist), region 
dummies (west, east and north), a dummy for living in one of the twelve largest metropolitan areas, a 
dummy for living in one of the thirteenth to one hundredth metropolitan areas and income missing.  All 
regressions include the following state-year variables: state percent African-Americans, state percent 
foreign born, state disposable income per capita. For each state, we omitted the observations in the year 
the blue laws were repealed. 
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Table 7. Naïve estimates of church attendance on happiness 
Linear probability model Logit (marginal effects)  

Males Females Full 
sample Males Females Full 

sample  

0.012 
(0.003) 

0.008 
(0.001) 

0.009 
(0.001) 

0.009 
(0.002) 

0.006 
(0.001) 

0.008 
(0.001) 

Church attendance 
(state clusters) 

0.07 0.07 0.07 0.11 0.10 0.10 R squared  

Yes Yes Yes Yes Yes Yes Individual controls 

Yes Yes Yes Yes Yes Yes State dummies 

Yes Yes Yes Yes Yes Yes Year dummies 

4,611 6,369 10,980 4,611 6,369 10,980 Observations 

 
 
Notes: Clustered t-statistics in parentheses. Individual controls include income, age, age squared, race, 
ethnicity, gender, educational attainment, marital status, religion (Catholic, Fundamentalist Protestant), 
region dummies (west, east and north), a dummy for living in one of the twelve largest metropolitan 
areas, a dummy for living in one of the thirteenth to one hundredth metropolitan areas and income 
missing.  All regressions include the following state-year variables: state percent African-Americans, 
state percent foreign born, state disposable income per capita. For each state, we omitted the 
observations in the year the blue laws were repealed. The reported R-square for the logit regressions is 
based on the log likelihood ratio and equals R2 = 1 – ll (full model) / ll( restricted model). 
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Table 8. Logit estimates of the effect of Blue Laws' repeal on happiness 

(6) (5) (4) (3) (2) (1)  

Placebo 
population 

Placebo 
region 

Placebo 
year Time trend Basic Basic  

  -0.219 
(0.064) 

-0.337 
(0.129) 

-0.079 
(0.093) 

-0.181 
(0.094) 

Repeal 
dummy 
(state clusters) 

0.143 
(0.077) 

0.077 
(0.108) 

-0.076 
(0.109)    

Placebo 
dummy 
(state clusters) 

Yes Yes Yes Yes Yes Yes Individual 
Controls 

Yes Yes Yes Yes Yes Yes State dummies 

Yes Yes Yes Yes Yes Yes Year dummies 

No No No Yes No No Time Trends 

10,980 10,980 10,980 10,980 10,980 10,980 Observations 

0.09 0.09 0.09 0.09 0.05 0.09 R squared  
 
 
Notes: Clustered t-statistics in parentheses. Individual controls include income, age, age squared, race, 
ethnicity, gender, educational attainment, marital status, religion (Catholic, Fundamentalist), region 
dummies (west, east and north), a dummy for living in one of the twelve largest metropolitan areas, a 
dummy for living in one of the thirteenth to one hundredth metropolitan areas and income missing.  All 
regressions include the following state-year variables: state percent African-Americans, state percent 
foreign born, state disposable income per capita. For each state, we omitted the observations in the year 
the blue laws were repealed. The reported R-square is based on the log likelihood ratio and equals R2 = 
1 – ll (full model) / ll( restricted model).   
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Table 9. Logit estimates of the effect of Blue Laws' repeal on church 
happiness by gender  

Males Females  

Placebo 
year 

Time 
trend Basic Placebo 

year 
Time 
trend Basic  

0.248 
(0.172) 

-0.068 
(0.283) 

0.161 
(0.165) 

-0.604 
(0.131) 

-0.558 
(0.221) 

-0.466 
(0.132) 

Repeal dummy 
(state clusters) 

0.166 
(0.219)   -0.277 

(0.203)   Placebo dummy 
(state clusters) 

Yes Yes Yes Yes Yes Yes Individual Controls 

Yes Yes Yes Yes Yes Yes State dummies 

Yes Yes Yes Yes Yes Yes Year dummies 

No Yes No No Yes No Time Trends 

4,611 4,611 4,611 6,369 6,369 6,369 Observations 

0.09 0.10 0.09 0.10 0.10 0.10 R squared  
 
 
 
 
Notes: Clustered t-statistics in parentheses. Individual controls include income, age, age squared, race, 
ethnicity, gender, educational attainment, marital status, religion (Catholic, Fundamentalist), region 
dummies (west, east and north), a dummy for living in one of the twelve largest metropolitan areas, a 
dummy for living in one of the thirteenth to one hundredth metropolitan areas and income missing.  All 
regressions include the following state-year variables: state percent African-Americans, state percent 
foreign born, state disposable income per capita. For each state, we omitted the observations in the year 
the blue laws were repealed. The reported R-square is based on the log likelihood ratio and equals R2 = 
1 – ll (full model) / ll( restricted model). 
1 – ll (full model) / ll( restricted model).   
 
 
 
 
 
 
 



 44
 
Table 10. Logit estimates of the effect of Blue Laws' repeal on happiness by 
gender and race   

Males Females   

Black White Black White  

0.577 
(0.933) 

0.214 
(0.174) 

-0.379 
(0.556) 

-0.408 
(0.096) 

Repeal dummy 
(state clusters) 

Yes Yes Yes Yes Individual Controls 

Yes Yes Yes Yes State dummies 

Yes Yes Yes Yes Year dummies 

390 4,207 704 5,648 Observations 

0.24 0.09 0.13 0.09 R squared  
 
 
 
Notes: Clustered t-statistics in parentheses. Individual controls include income, age, age squared, race, 
ethnicity, gender, educational attainment, marital status, religion (Catholic, Fundamentalist), region 
dummies (west, east and north), a dummy for living in one of the twelve largest metropolitan areas, a 
dummy for living in one of the thirteenth to one hundredth metropolitan areas and income missing.  All 
regressions include the following state-year variables: state percent African-Americans, state percent 
foreign born, state disposable income per capita. For each state, we omitted the observations in the year 
the blue laws were repealed. The reported R-square is based on the log likelihood ratio and equals R2 = 
1 – ll (full model) / ll( restricted model). 
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Notes: Clustered t-statistics in parentheses. Individual controls include income, age, age squared, race, 
ethnicity, gender, educational attainment, marital status, religion (Catholic, Fundamentalist), region 
dummies (west, east and north), a dummy for living in one of the twelve largest metropolitan areas, a 
dummy for living in one of the thirteenth to one hundredth metropolitan areas and income missing.  All 
regressions include the following state-year variables: state percent African-Americans, state percent 
foreign born, state disposable income per capita. For each state, we omitted the observations in the year 
the blue laws were repealed. The reported R-square is based on the log likelihood ratio and equals R2 = 
1 – ll (full model) / ll( restricted model). 
 
 
 

Table 11. Sensitivity of our estimates to the inclusion of individual and state 
controls 

Happiness Church attendance  

(6) (5) (4) (3) (2) (1)  

Placebo 
dummy 

Time 
trend Basic Placebo 

dummy 
Time 
trend Basic  

-0.273 
(0.154) 

-0.326 
(0.103) 

-0.234 
(0.121) 

-0.234 
(0.120) 

-0.279 
(0.114) 

-0.212 
(0.084) 

Without  individual and 
state controls 

-0.219 
(0.064) 

-0.337 
(0.129) 

-0.181 
(0.094) 

-0.265 
(0.139) 

-0.284 
(0.123) 

-0.209 
(0.083) 

With individual and state 
controls 

10,980 10,980 10,980 10,980 10,980 10,980 Number of observations 
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Table 12. The effect of blue law repeal on happiness among females when 
one state is excluded from the estimation 

Time trend Basic  Excluded state 

-0.558 
(0.223) 

-0.465 
(0.132)       ----- 

-0.517 
(0.223) 

-0.453 
(0.125) Washington 

-0.786 
(0.198) 

-0.592 
(0.103) Virginia 

-0.497 
(0.248) 

-0.451 
(0.183) Texas  

-0.492 
(0.233) 

-0.395 
(0.132) Tennessee 

-0.558 
(0.223) 

-0.465 
(0.133) South Dakota 

-0.494 
(0.219) 

-0.438 
(0.127) South Carolina 

-0.671 
(0.299) 

-0.448 
(0.210) Pennsylvania 

-0.526 
(0.234) 

-0.491 
(0.130) North Dakota 

-0.638 
(0.242) 

-0.450 
(0.170) Minnesota 

-0.556 
(0.223) 

-0.461 
(0.134) Iowa 

 
 
 
Notes: Clustered t-statistics in parentheses. Individual controls include income, age, age squared, race, 
ethnicity, gender, educational attainment, marital status, religion (Catholic, Fundamentalist), region 
dummies (west, east and north), a dummy for living in one of the twelve largest metropolitan areas, a 
dummy for living in one of the thirteenth to one hundredth metropolitan areas and income missing.  All 
regressions include the following state-year variables: state percent African-Americans, state percent 
foreign born, state disposable income per capita. For each state, we omitted the observations in the year 
the blue laws were repealed. The reported R-square is based on the log likelihood ratio and equals R2 = 
1 – ll (full model) / ll( restricted model). 
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Table 13. The effect of blue law repeal on church attendance, happiness and 
work-related variables by gender within a discontinuity sample 

 Church attendance Happiness Job satisfaction Weekly hours 
worked 

Full discontinuity 
sample 

-0.420 
(0.110) 

-0.024 
(0.012) 

-0.015 
(0.021) 

0.309 
(0.915) 

Females -0.566 
(0.204) 

-0.043 
(0.020) 

-0.024 
(0.032) 

-0.055 
(1.283) 

Males -0.234 
(0.179) 

0.001 
(0.021) 

-0.003 
(0.033) 

1.033 
(1.849) 

 
 
Notes: Clustered t-statistics in parentheses. For each state, we omitted the observations in the year the 
blue laws were repealed. The reported R-square for the logit regressions is based on the log likelihood 
ratio and equals R2 = 1 – ll (full model) / ll( restricted model). 
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Table 14. Logit estimates of the effect of blue law repeal on happiness among 
workers and non-workers 

Non-working 
Females  All females Non-workers Full sample  

-0.474 
(0.169) 

-0.466 
(0.132) 

-0.352 
(0.159) 

-0.181 
(0.094) 

Repeal dummy 
(state clusters) 

Yes Yes Yes Yes Individual Controls 

Yes Yes Yes Yes State dummies 

Yes Yes Yes Yes Year dummies 

3,156 6,369 4,414 10,980 Observations 

0.11 0.10 0.10 0.09 R squared  
 
 
Notes: Clustered t-statistics in parentheses. Individual controls include income, age, age squared, race, 
ethnicity, gender, educational attainment, marital status, religion (Catholic, Fundamentalist), region 
dummies (west, east and north), a dummy for living in one of the twelve largest metropolitan areas, a 
dummy for living in one of the thirteenth to one hundredth metropolitan areas and income missing.  All 
regressions include the following state-year variables: state percent African-Americans, state percent 
foreign born, state disposable income per capita. For each state, we omitted the observations in the year 
the blue laws were repealed. The reported R-square is based on the log likelihood ratio and equals R2 = 
1 – ll (full model) / ll( restricted model). 
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Table 15. Logit estimates of the effect of blue law repeal on job satisfaction 
and hours worked 

Hours worked Job satisfaction  

Females Full sample Females Full sample  

-0.172 
(0.787) 

-0.343 
(0.585) 

0.031 
(0.095) 

0.028 
(0.100) 

Repeal 
 (state clusters) 

Yes Yes Yes Yes Individual Controls 

Yes Yes Yes Yes State dummies 

Yes Yes Yes Yes Year dummies 

No No No No Time Trends 

3,116 6,393 5,113 8,657 Observations 

0.10 0.13 0.05 0.04 R squared  
 
 
Notes: Clustered t-statistics in parentheses. Individual controls include income, age, age squared, race, 
ethnicity, gender, educational attainment, marital status, religion (Catholic, Fundamentalist), region 
dummies (west, east and north), a dummy for living in one of the twelve largest metropolitan areas, a 
dummy for living in one of the thirteenth to one hundredth metropolitan areas and income missing.  All 
regressions include the following state-year variables: state percent African-Americans, state percent 
foreign born, state disposable income per capita. For each state, we omitted the observations in the year 
the blue laws were repealed. The reported R-square is based on the log likelihood ratio and equals R2 = 
1 – ll (full model) / ll( restricted model). 
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Table 16. The effect of blue law repeal on happiness for different number of 
teens 

Males Females Full sample  

0.096 
(0.197) 

-0.481 
(0.084) 

-0.213 
(0.088) 

Repeal 
 (state clusters) 

0.169 
(0.157) 

0.038 
(0.168) 

0.082 
(0.139) 

Repeal * teens 
(state clusters) 

Yes Yes Yes Individual Controls 

Yes Yes Yes State dummies 

Yes Yes Yes Year dummies 

No No No Time Trends 

4,611 6,369 10,980 Observations 

0.09 0.10 0.09 R squared  
 
 

 
Notes: Clustered t-statistics in parentheses. Individual controls include income, age, age squared, race, 
ethnicity, gender, educational attainment, marital status, religion (Catholic, Fundamentalist), region 
dummies (west, east and north), a dummy for living in one of the twelve largest metropolitan areas, a 
dummy for living in one of the thirteenth to one hundredth metropolitan areas and income missing.  All 
regressions include the following state-year variables: state percent African-Americans, state percent 
foreign born, state disposable income per capita. For each state, we omitted the observations in the year 
the blue laws were repealed. The reported R-square for the logit regressions is based on the log 
likelihood ratio and equals R2 = 1 – ll (full model) / ll( restricted model). 
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Table  17. IV estimates of the effect of church attendance on happiness  
Full sample  

(5) (4) (3) (2) (1)  

Basic 
(Females) Basic Placebo 

Year 
Time 
trend Basic  

0.156 
(0.062) 

0.103 
(0.061) 

0.066 
(0.046) 

0.059 
(0.033) 

0.073 
(0.048) 

Church attendance 
(state clusters) 

14.75 
(0.00) 

3.41 
(0.08) 

5.76 
(0.03) 

6.11 
(0.03) 

2.88 
(0.11) 

AR F-statistic of significance of 
church attendance (state clustered,   
p-value in parentheses) 

11.97 6.81 3.88 5.66 6.66 First stage F-statistic on excluded 
instruments 

Yes No Yes Yes Yes Individual Controls 

Yes Yes Yes Yes Yes State dummies 

Yes Yes Yes Yes Yes Year dummies 

No No No Yes No Time Trends 

6,369 10,980 10,980 10,980 10,980 Observations 
 
 
Notes: Clustered t-statistics in parentheses. Individual controls include income, age, age squared, race, 
ethnicity, gender, educational attainment, marital status, religion (Catholic, Fundamentalist), region 
dummies (west, east and north), a dummy for living in one of the twelve largest metropolitan areas, a 
dummy for living in one of the thirteenth to one hundredth metropolitan areas and income missing.  All 
regressions include the following state-year variables: state percent African-Americans, state percent 
foreign born, state disposable income per capita. For each state, we omitted the observations in the year 
the blue laws were repealed. 
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Table 18.  Church attendance as a function of the number of years after the 
repeal   

Females Full sample  

-0.054 
(0.182) 

0.021 
(0.178) 

Years after the repeal 
 (state clusters) 

Yes Yes Individual Controls 

Yes Yes State dummies 

Yes Yes Year dummies 

No No Time Trends 

5,203 8,925 Observations 

0.11 0.13 R squared  
 
 
Notes: Clustered t-statistics in parentheses. Individual controls include income, age, age squared, race, 
ethnicity, gender, educational attainment, marital status, religion (Catholic, Fundamentalist), region 
dummies (west, east and north), a dummy for living in one of the twelve largest metropolitan areas, a 
dummy for living in one of the thirteenth to one hundredth metropolitan areas and income missing.  All 
regressions include the following state-year variables: state percent African-Americans, state percent 
foreign born, state disposable income per capita. For each state, we omitted the observations in the year 
the blue laws were repealed. The reported R-square for the logit regressions is based on the log 
likelihood ratio and equals R2 = 1 – ll (full model) / ll( restricted model). 
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Table 19. Explaining the puzzling decline in Happiness over time  
Males Females  

OLS OLS IV OLS  

-0.008 
(0.006) 

-0.005 
(0.006) 

-0.006 
(0.009) 

-0.009 
(0.004) Year  

0.025 
(0.015)    Repeal dummy 

(state clusters) 

  0.124 
(0.058)  Church attendance 

(state clusters) 
+ + + + Individual Controls 

+ + - + State dummies 

- - - - Year dummies 

  8.35  F-statistic on excluded 
instrument 

4611 4611 6369 6369 Observations 

0.06 0.06  0.06 R squared  

  

Notes: Clustered t-statistics in parentheses. Individual controls include income, age, age squared, race, 
ethnicity, gender, educational attainment, marital status, religion (Catholic, Fundamentalist), region 
dummies (west, east and north), a dummy for living in one of the twelve largest metropolitan areas, a 
dummy for living in one of the thirteenth to one hundredth metropolitan areas and income missing.  All 
regressions include the following state-year variables: state percent African-Americans, state percent 
foreign born, state disposable income per capita. For each state, we omitted the observations in the year 
the blue laws were repealed. 
 
 




